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Samenvatting

In transportsystemen met meerdere automatisch gestuurde voertuigen moet  een
verkeerscontrole zorgen dat conflicten efficient worden opgelost. In dit doctoraalverslag
worden theorie en architectuur gepresenteerd van een dynamische verkeerscontrole. Voor het
oplossen van local e confli cten worden gplossingen gegeven die de doorstroom van het systeem
verhogen en de gemiddelde verloren tijd door conflicten verlagen. Oplossngen voor globale
conflicterende verkeersdromen zijn gebaseerd oo heuristieken en kennisregels als in een
kunstmatig intelligent expertsystean. Een simulatiepakket is gebouwd om de ideéen in
praktische vorm zichtbaa te maken.

Trefwoorden: AGV transportsysteam, dynamische verkeerscontrole, expertsysteem, heuristiek,
kunstmatige intelligentie, optimalisatie
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Abstract

In transport systems with multiple automatic guided vehicles a traffic control must see to it that
conflicts are resolved efficiently. In this thesis theory and architecture for a dynamic traffic
controller are presented. Solutions that solve local conflicts are provided. These solutions for
local conflicts increase throughput of the system and decrease average loss of time by conflicts.
Solutions for globally conflicting traffic streams are based on heuristics and knowledge rules
like in artificially intelligent expert systems. A simulation tool was build to visualise the ideas
in a practical environment.

Keywords: AGV transport systems, dynamic traffic control, expert systems, heuristics, artificial
intelligence, optimisation
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Preface
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scienceis. For this| would like to thank him especially.

My thanks further go to ir. R.J. Mantel, dr.ir. A.J. de Graaf and prof.dr.ir. M.F.A.M. van
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Enschede and Swalmen for making it such a great time!

Special love goesto Anke, my beloved girl for almost four years now. She made me realise that
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1 Introduction

Today's highly dynamic and complex econamy demands companies to be very flexible. In large
production and logistic environments this mostly means the ability to achieve enormous peak
and high overall capacity and the ability to reflect changes of the organisation o outdoor world
quickly in the production process A shift to more general-purpose machines like assembly
robots is clearly visible. These general-purpose machines can, in theory, more readily be
adapted to changes in the production process However, flexible production demands flexible
forms of internal logistics. Transport systems using free-ranging multiple automatic guided
vehicles (AGV) med this demand.

The acronym AGV has two almost similar meanings, both o which are frequently used. The
first is Automatic Guided Vehicle, which means we are dealing with computer guided vehicles.
No human being a animal has dired or (somewhat) indirea control over the vehicle.

The seacond meaning is Autonamous Guided Vehicle. In this sense an AGV is a vehicle that,
through the use of local 'intelligence, determines its own behaviour. Again, the vehicle is
computer controlled, but this time the vehicle's behaviour is determined by an independent
computer. This computer needs not to be on-board o the AGV itsdf.

The distinction is mostly important in the way the vehicles interact: the first variant does not
communicate very much but has a central processng computer, the second variant makes use of
heavy communication but has distributed processing power. In most of this document the
difference between automatic and autonomous or between on-board and remoteis irrelevant.

The word freeranging means the AGVs are not bound to a rails-like medium. Instead, the
AGVs can access the entire factory floor. This is a necessary condtion for a flexible AGV
transport system since it allows a change of factory layout without having to change the AGV
medium.

This project is a spin-off of the MART (Mobile Autonomous Robot Twente) project [lit. 20 &
21]. Inthe MART project research was done to design 'the factory of the futur€e. In this factory
multiple robots each capable of free navigation are used. This is a typical AGV transport
system. Given afactory layout the entire logistics should be computerised. The factory layout is
a map of immobile obstacles, free spaces, production fadlities and so on. A part of this
computerised system is the traffic controller. The traffic controller must control behaviour of
AGVs in resped of other AGVs. One AGV (with a top mounted robot arm) has actually been
build; therest has been simulated in software[lit. 5 & 6].

The entire computerised system must guarantee dficiency in terms of time and energy
consumption, in-order delivery, continuous throughput, deadlock and starvation avoidance or
resolvement, robustnessto unexpeded situations and errors and safety of cargo, equipment and
peopleinside the fadlity.

While several important sub-systems can be identified in the transport system, traffic control
is perhaps the most important because it alone guarantees sfety and is for a large part
responsiblefor efficiency of time and energy.

In this document we introduce a new traffic control strategy that realises lessloss of time and
energy and more flexible behaviour in exceptional circumstances. This grategy depends on
local trajectory deviations in time and space which are based on the use of knowledge,
expedations and reasoning. Its place among and interaction with the other sub-systems in the
AGV system will be discussed. Some specific knowledge rules within a general framework are
presented and general ideas about multiple vehicles are explained.

-10-
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To demonstrate the importance of this research, a small excerpt from the 'Centrum Transport
Technalogie Annual report 1996 [lit. 19] is taken (translated from Dutch):
"The Smagic projed (SMarter Automated Guidance of AGVs to Increase
Capacity) aims to increase the dficiency of AGVs per square meter of terminal
which must lead to an unmanned transport system for container transport which is
suitable for the transport of containers on the entire 'Maasvlakte. This has to be
realised by improving crossing AGV-traffic, enabling convoy traffic of AGVs
and the ability to simply merge two streams of AGVsto one."

1.1 Structureof an AGV system

jobs » logigtic planner Nye———
task state
layout
congestion
state
executed
paths
traffic control
vehicle
state

Figure 1: Structure of AGV system

An AGV system consists of several important sub-systems. Figure 1 shows the basic design o
such a system. Note the several backward relations in the structure. These are used by the
planners and controll ers to update and re-evaluate results. Each sub-system will be discussed
shortly.

-11-
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1.1.1 Jobs

This is database of the jobs that must be dore by the AGV system. It contains job descriptions
at avery high level. The jobs are interpreted by the logistic planner and transformed into tasks
which can be carried aut by vehicles.

1.1.2 Sitelayout

Thisis a pasdve part of the system holding a model of the site's environment. Usually thisis a
2-dimensional map describing accessble and inaccessible areas and production points and so
on. Thelayout of the siteis na fixed and can change in time. Changes in the production system
are made by changing the layout database in a controll ed way.

Anareaisapart of the layout which is sparated from the rest of the layout with a specific goal

in mind. To enhance later data procesgng a distinction must be made between several kinds of

areas.

1. Preferred area: this area is primarily meant for access by moving vehicles, for example
roads

2. Freearea: an area nat primarily meant for vehicle access but still always accessible, for
example parking lots

3. Reserved area: an area meant for the storage of cargo a a production point, which should
only be used if explicitly needed o in case of an emergency, for example container storage
places which are not always filled

4. Occaupied area: those areas that can never be accessed by vehicles, for example walls

A vehicle could be on any allowed location in the map and is not restricted to predefined one-
dimensional paths. Note that actual paths need not be given in the factory layout, though some
preferred paths could be inserted for whatever reason. A path is a safe way to move from one
point to another if ignoring ather vehicles and exceptional situations. A path is abstract though
they are often represented in the real world by roads.

1.1.3 Logigtic planner

Thelogistic planner derives tasks from jobs. A task is one logistic action that needs to be done,
for example moving a container from A to B.

The logistic planner should produce tasks © that the overall logistic process can continue
smoothly without major disturbances. A very important aspect is in-order delivery of cargo to
specific placesin the system.

Thelogistic planner has noreal notion of location. It assgns a vehicle or number of vehicles to
a cargo source and destination. The path planner fills in the details of the real, physical path
from current position to source to destination. Note that a logistic planner is concerned with
(estimated) delivery times.

1.1.4 Path planner

The path planner should produce an (near-)optimal path for each vehicle in the system given the
layout, current vehicle positions and vehicle goals. The computational complexity for a planner
(working on a 2-dimensional plane) without multivehicle co-ordination® is high. Such a planner
with multivehicle co-ordination even has a much greater complexity and is discussed in section
1.2.1. Itisna likely to become feasible within the next couple of years.

* A planner with multivehicle aordination isa planner which takesinto account the posshility of conflicting vehicles.

-12-



Dynamic traffic control of free navigating automatic guided vehicles

Fortunatdy, relatively efficient algorithms exist for speed independent path planning.
Combined with the fact that path planning usually needs not to be refreshed dten it suffices.

Figure 2: Example of a path generated by a path planner

The path a path planner returns can be divided in several segments®. Each segment has certain
properties that are useful to be known. Examples of segments are straight segments, which are
easy to understand and analyse, or curved segments, which have a constant curvature. Since the
planner does not correct for posdble conflicts in the future, the segments do not include speal
profiles. In figure 2 an example of a path corsisting o three segmentsis sown.

As long as a vehicle has no conflicts with aher vehicles, the path planner does not need to be
invoked again. Sooner or later however the vehicles will be disturbed by crossngs or network
congestion. At this point the path planner may start replanning for the current situation to
produce a new, possbly more effedive, set of planned paths.

1.1.5 Flow control

The flow control handles deadlock resolution and prevention and network congestion resolution
and prevention.

The flow control should reroute traffic via dternative paths whenever a certain area becomes
too crowded. An area is too crowded if the transit timein that area is much larger than usual or
if danger of deadlock exists. Thiswill also bereferred to as clustering.

Another reason to reroute is for example maximum capacity of a bridge which could be
excealed.

The flow control should reroute vehicles at such moments  they will follow different paths

than before. To do this the flow control can replan the entire path for a vehicle or use the
shortest alternative path produced by the path planner (which is done by connecting existing
segments). The second aption is preferred because of its lower computational complexity and
smaller functional overlap of path planner and flow control.
Note that this part is often included in the traffic control. However, flow control is @ different
from traffic control that it deserves to be a separate part. Deadlock control and network
congestion control are based on the prevention o conflicts while traffic control is based on
resolving existing conflicts.

1.1.6 Traffic control

Traffic control is concerned with the quick and efficient resolution o local traffic problems.
These ocaur at crossngs, loading and unloading areas or in traffic stream creation, merging and
demerging. Merging is the process which joins two traffic streams into one. Demerging is the
reversed process

2 A segment is a part of a path with certain properties so that it can be distinguished from other segments. For example, a straight
piece of the path is called a segment and a bend is also called a segment. T ogether they form a path.

-13-
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The functionality of the traffic control can be dore quite succesSully on a local basis using
exact vehicle state and local area information. Using the plans and state of vehicles close to
each aher the traffic controller makes a short-term prediction. In this document we will show
that the tasks of a traffic control can be dore very efficient in this way, both when time or
energy consumption are concerned, or in general, when any one cost function is applied.

Thetraffic control is ultimately responsible for the actual path which the AGVs should execute.
It mostly guards long-term plans from real world 'flaws' like collision danger. Whenever used it
isamajor change to the plans created at higher, abstract layers. It is the only layer which needs
very accurate real world input, especially the vehicle state information like speed, diredion and
position.

The traffic control must be performed in hard real time®, like the vehicle control (discussed in
the next section), to guarantee safety. This makes it perhaps the most important sub-system:
without a decent traffic control the entire AGV system is not safe and therefor cannat really be
used in a production environment.

This thesis mainly focuses on traffic control with a bit of flow control. During the research it
turned aut that despite the diff erent requirements of flow control and traffic contral, the traffic
control can take a number of precautions, like mutual deadlock prevention (see section 3.3),
that enhance the possbilities of flow control.

1.1.7 Vehiclecontrol

The different planners and controllers at the high-end o the system hierarchy have no real
notion of what a vehicle actually is. This is necessary otherwise their tasks would be incredibly
more difficult. We choose to map the abstract plans on the vehicle capabilities by the vehicle
control.

This aub-system is tightly coupled to a vehicle. One capability mapper per vehicle is optimal
from a functional paint of view, but in practice one mapper per kind o vehicleis aufficient. For
the system as a whole this is not important: each mapper shares the same interface functionality
but with a dightly different implementation.

The capability mapper must interpret the abstract plan which neals to be exeauted and translate
it into a feasible plan for the vehicle. In aher words: it must proted the vehicle from over-
enthusiastic plans. Major modifications neal to be reported back to the traffic control and
maybe even further upwards.

The feasible plan then is translated into actual engine control commands which allow the
vehicleto drive controll ed.

1.2 Concepts of AGV systems

In this ®dion the intractability of an exact solution [lit. 9] of the traffic control problem is
explained. Next, two concepts to solve the traffic control problem are introduced: the static
semaphore approach and the full autonomy approach. These are discussed shortly to
demonstrate their strengths and weaknesses. Note that these approaches have aready been
developed. They are mentioned here to provide background information. In section 1.2.4 the
dynamic traffic control concept which was researched in this thesis is explained.

3 Thisisnot true atually; only a very small part which detects and prevents very near-by collisions needs to be hard real-time. This
isdiscussed in more depth in section 5.6.
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1.2.1 Why not smply determine the optimum?

The answer to this fundamental question consists of two parts: first, the computational
complexity of this problem is extremely large. Second, even if immense computational power
were available, the solution would have to be recalculated from start if even the slightest
deviation from the plan occurred (due to external events). So we have a huge practical and

economical problem this way.

Figure3: Matrix element grid

The computational complexity of this problem is exponential which will be shown by a small
example. Suppose we represent the factory layout by an mx mmatrix. Each element represents
a fixed size square area in the layout. We have n vehicles inside the matrix. No object in the
matrix can leave it, no object outside the matrix can enter it. Each eement can hold at most one
object (beit vehicle, wall or otherwise).

Each vehicle is pointed towards one of eight directions (eight surrounding elements). In each
timeinterval it can move to one of the three d ements ahead. It can also stand still and not move
at all. This represents a vehicle with limited steering capabilities, like most vehicles have. See
figure 3 for a sketch of the situation.

Suppose each vehicle has a goal which is at least m steps removed from its current location.
Each vehicle must choose a path of at least m steps. Each step the vehicle can choose one of the

four options. This gives 4™ possibilities for one vehicle, so there are at least n[4™ possibilities
to have all vehicles drive towards their goal.

Whether or not a tested step is actually used in the final result is irrdevant for the
computational complexity. The possibility must still be considered, which takes time.
Unless heuristics are used, each possibility must be evaluated. This results in a problem which
isin class NP* and therefor cannot be calculated in practice by a deterministic Turingmachine
[lit. 14] (of which the current computer model, the Von Neumann computer, has been derived).

Therefor, it isimperative to develop heuristics to tackle this problem [lit. 15-17].

1.2.2 Static semaphores

In the static semaphore concept non-moving semaphores are placed around critical areas in the
site layout. A critical area is an area which may only be accessed by at most one vehicle at a
time, otherwise a callision is possible. The semaphore can be compared to a traffic light. They
guard a specific area in which the presence of two or more vehicles could result in conflicts.
Only one vehicle can claim the semaphores to enter the critical area. Once it leaves the area, the
semaphores are released and can be used by another vehicle.

“ A problem of the classNPis of computational complexity larger than polynomial time.
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In a static context the critical areas can be derived because all possble paths vehicles can drive
on are known in advance. Because the number of semaphores has to be kept manageable, the
guarded areais usually taken rather large which results in inefficiency.

The strategy is smple and effedive but offers little flexibility because paths and semaphores
along the paths usually need to be fixed in arder to work properly. Some modifications of paths
can be done during run-time or in advance by providing fixed alternatives, but others (mostly
involving exceptional circumstances) cannat be solved.

This approach also does not offer easy ways to implement streaming (multiple vehicles driving
closely together over the same path in the same direction) other than to use a fine-scale
blocking scheme with massve amounts of semaphores or forget about the semaphores all
together in these circumstances, which leaves the system without decent control..

Despite these problems, the static semaphore model is easy to implement, not too inefficient
and easy to analyse. The state can easily be presented by a resource-allocation gaph [lit. 23] in
which resources are guarded areas and processes are vehicles. Much useful theory of operating
systems is known for resource-all ocation graphs which can be applied to this model.

Traffic control in the MART-projed has been based on exclusion by semaphores [lit. 1-8]. The
same approach is used in practice on the ECT container terminal.

1.2.3 Full autonomy

This approach in which each vehicle is completely autonomous is highly flexible, but nat suited
for efficiency due to lad of the global picture. In theory it is possible to create a good dobal
map from local data, but it involves very much communication and delays.

In this modd it is practically impossible for vehicles to plan far ahead and this will often result
in situations where vehicles are forced to make sharp deviation angles, hard breaks or even
drive backwards. This is not always possble (for example, the container AGVs used at ECT
which measure 16x 2.5m. and can weigh up to several tens of tons are not easy to stop or steer,
let alone drive backwards).

These models do show extremely flexible, scalable and robust behaviour, which are all aspects
we would like to have in a dynamic traffic control.

1.2.4 Dynamic traffic control

In this new approach, which we will discuss into depth in this document, a combination o
strategies is applied. The 'best of both' properties are sdeded. We do this by taking the static
exclusion model as a basis, because of its proven, well-known theoretical background. We keep
the semaphores, but create them only when needed during run-time. This srves as a fall-back
guarantee when all elsefails.

Other more dficient ways to solve bilateral conflicts are added. The use of these methods
depends on a cost function which is evaluated continuously. The cost function also allows for
other factors besides time to be taken into account. For example, priority deliveries can be
assgned higher costs if delayed.

To preserve control over the system, central processng a extensive communication is used. If
extensive communication is not available, central processing is required and vice versa
Because this is not important for the theoretical analysis, it will not be considered in most of
this document.
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Changes of plans have unknown effeds on dher vehicles. This is called the field effed.
Heuristics are added to control the field eff ect and related problems li ke streaming.

To co-ordinate all the vehicles, a multiagent co-ordination heuristic must be used. This co-
ordination manages related conflicts.

It will be shown that this approach has sveral advantages over the other two like time and
energy preservation, flexibility of plans which can be changed at any point in time, better use of
available space, good scalability, enlarged throughput and enhanced robustness for errors,
failures and difficult situations. Two dsadvantages are increased conceptual complexity caused
by the nedl for real-time artificial intelligence (RT-Al), knowledge bases and heuristics and
increased computational complexity.
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2 Themode

To concentrate on the traffic control problems a model of the AGV system is needed. In chapter
1 adescription of the complete system was already given. In section 2.1 some basic definitions
which are used throughout this document are explained. Section 2.2 lists the general
assumptions related to the physics of the vehicles. Section 2.3 describes several important
properties of a dynamic traffic control.

21 Terms
Corflict A state where the plans of two or more vehicles require the same location at the same
moment.
Crossng A conflict wheretwo vehicles need to cross.

Knomedgerule A rule which holds knowledge about the system. In this thesis it is the knowledge to
solve conflicts.

Layout A description of the site environment.

Map See Layout.

Path A sequence of location information to guide a vehicle. Speed can be determined later.
Plan The path a vehicle wants to follow.

Ste Thefactory or transport facility wherethe AGV system is located.

Sream A number of vehicles following each other.

Trajedory A sequence of combinations of speed and location information to guide a vehicle.
Vehicle AnAGV.

2.2 Assumptions

To model vehicles several assumptions had to be made.
No physical aspects of vehicles are accounted for except size, location and direction.
Throughout this document vehicles are modelled as 2-dimensional rectangles of size |~ w
unless explicitly mentioned otherwise.
All vehicles travel at the same maximum speed and only lower their speed if explicitly
mentioned. Usually complete stops are used. However, many presented ideas can easily be
adapted to support second order optimisations of energy by lowering the speed over a
certain time interval instead of halting.
Non-vehicle objects (obstacles) are ignored.
The information on vehicles like location and direction is assumed to be always known
(complete), reliable (no errors) and consistent (no errorsin time).
The vehicles are comparable to co-operating agents. They provide rdiable information and
try to follow plans whenever possible.
The factory layout is a 2-dimensional plane. The layout contains several different areas as
described in section 1.1.2, some optimal paths (from start or added later), vehicles and their
plans.
Thelocation of objects in the layout is known exactly.
External influences are not possible.
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2.3 Dynamic properties

The following properties are inherent to the dynamic approach. They are presented now to give
the reader some insight in the problem.

2.3.1 Freedom of location

A dynamic traffic controller does not force a vehicle to remain on a path once it has been
chosen by for example the flow control. However, a vehicle should try to follow plans as close
as possible. Vehicles wandering aimlessly about are not efficient. Therefor only local deviations
are allowed but only if it is believed by the controller that it will lead to lower total costs.

2.3.2 Resourceallocation

In a dynamic traffic controller each vehicle can only claim the space it actually uses at that
moment. This prevents the system from over-allocating resources by pre-allocation. Over-
allocation usually reduces the overall performance.

2.3.3 Trajectory deviationsin time and space

Not only modifications of the trajectory in time are allowed, but also modifications in space
only or in space and time together. Different bilateral conflict resolution methods use different
modifications. For example, the blocking strategy in section 3.4 uses only time modifications,
while full roundabout (section 3.6.1) uses only spatial modifications. Swirl (section 3.7) is an
example which uses both.

2.3.4 Run-time solution evaluation

Depending on the current situation the traffic controller selects the best option available and
carries it out. It does not rely on one fixed solution to a problem. This allows it to produce
results that are at least as good as a atic semaphore or full autonomy approach, simply because
these two can be incorporated in the dynamic controller.

Currently five major options are available for crossing®: blocking, advancing, roundabout, swirl
and single-sided deviation. All of these have their strong and weak points. For example, while
blocking is a straightforward solution that can be applied in about any situation, it is not
efficient. A roundabout on the other hand is on the average much more efficient but demands
extraroom to be performed.

Streaming, which can be seen as a combined case of crossing and field effects, can be done
efficiently using advancing and roundabout. Merging and demerging of streams can also be
done using advancing.

2.3.5 Early collision prediction
Several knowledge rules in the dynamic traffic controller need to be warned of possible

collisions early otherwise they cannot provide a good solution. Therefor an important aspect of
the dynamic traffic controller isto predict collisions as far ahead as possible.

5 A crossingis a special case of hilateral conflict resolution where two vehicles try to cross each other.
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2.3.6 Programmable cost functions

Though most of this research focused on time loss reduction and increasing throughput, any
cost function can be used in a dynamic traffic controller in a rather straightforward way. The
seledion of available mechanisms compares different posgbilities by evaluating the cost
function for that specific solution. The solution with the lowest total cost is used.

Energy consumption, out-of-order penalties, priority deliveries (loaded vehicles are more
important for example) and starvation avoidance can al be integrated in the cost function.
Instead of ayes/no service agradual serviceis offered.

2.3.7 Regular deadlock

Deadlock is a state of the system or part of the system in which a number of vehicles are
waiting for each aher to release some area. This ‘waiting-for-chain’ is cyclic. It can be
represented well by aresource-allocation graph. In the resource allocation graph, aresourceis a
square and a processis a circle. The processes represent the vehicles in the system, while the
resources represent the room the vehicles use.

-

Figure 4: Deadlock in aresour ce-allocation graph

Figure 4 shows a resource-allocation gaph containing a cycle indicating deadlock. In the rest of
this thesis, deadlock cases with cyclically blocked vehicles are referred to as regular deadlock
or normal (multivehicle) deadlock.

Deadlock prevention and detedion algorithms based on fixed paths do not work when using a
dynamic traffic controller: new paths are generated on the fly which break the validity of found
results. The deadlock prevention algorithm as presented by Hibma in [lit. 8] should be run
before each modification. This is probably very time consuming and thus not feasible. New
deadlock prevention and detedion algorithms should therefor be researched.

Unfortunately regular deadlock can still occur in a dynamic system environment. It should
occur lessfrequent than in a static semaphore controller because the dynamic controller always
tries to avoid stopped vehicles (by means of the deviation knowledge rule, discussed in section
3.8).

2.3.8 Dynamic deadlock

Imagine a number of vehicles trying to avoid each aher and some stopped vehicles. The
dynamic controll er sends them driving in a ‘circl€ . The vehicles are waiting for each aher to
release resources. In fact this is a repetitive form of deadlock. All vehicles claim and release
their resources smultaneously. We call it dynamic deadlock. Seefigure5 for an example.
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O

Figure5: Dynamic deadlock

This is a very undesirable state of the system because not only is the system doing nothing
productive, the vehicles consume energy while driving and at first glance look like they are
busy working properly.

Dynamic deadlock is only possble if repeating non-productive patterns are produced by the
controller. The knowledge rules in the system that cause this behaviour should provide
functionality to break the patterns.
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3 Local traffic optimisation

In this chapter the optimisation o local traffic is discussed. Local traffic is a subset of the traffic
in the entire system. Local traffic is restricted to only a few vehicles which are close to each
other. The model of local traffic is less complicated. Therefor we can analyse it better. In this
chapter we assume that local traffic means only two vehicles. If only two vehicles are analysed,
we speak of bilateral conflict resolution.

The general idea of bilateral conflict resolution is handled in sedion 3.1. A detailed look into
a number of crossing resolution methods is taken in its subsections. In section 3.8 deviation is
shortly mentioned.

We also dscuss a dangerous sde-effed of bilateral conflict resolution, called the mutual
deadlock. Mutual deadlock must be avoided at all times.

3.1 Bilateral conflict resolution

In this chapter several methods of bilateral conflict resolution are presented and discussed into
detail. Bilateral conflict resolution is concerned with the handing o a conflict between two
vehicles only. No aher vehicles or effeds on aher vehicles are considered. This is necessary to
make the analysis more easy. A special, very important and frequently occurring kind o
bilateral conflict is crossng. Most of this section discusses ways to gptimise crossing.

To measure performance of the different methods the average time-loss per vehicle is
calculated. In general however, this could be any cost function, for example average time loss
plus use of energy.

Figure 6: The crossing model

Crossng conflicts are represented by a number of parameters. The vehicles in the conflict are
caled v; and v,. The paths they follow are assumed to be straight originaly. The point where
the paths crossis called the crossng o the intersection or the epicentre and is denoted by O.
The distance of a vehicle to the gicentre is denoted by d; wherei is the vehicleé s number. It is
also called the arrival distance. Unlessnoted atherwise v; is the closest vehicleso d; <d,. The
difference d, —d, is called the relative arrival distance. The angle of intersection between the
vehicles is denoted by a D]O.JT]. Larger angles are symmetric with smaller angles and can be
conwverted using h(a > n) =2m—-a . Theangle a =0is not a crossng and is not considered.
Figure 6 shows this model.
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3.2 Cadllision diagrams

A collision diagram is a 2-dimensional graphical representation of the possible collisions
between two vehicles along their paths. On both axes the traveled distance of a vehicle along
its path is given. These distances are denoted by s; and s,. The diagram indicates which
combinations of (s1,s;) cause a collision. If the orientation of a vehicle is uncertain this can be
accounted for by using its enclosing hull instead of the real oriented shape.

»
»

0 S
Figure7: Collison diagram of disc-shaped crossing vehicles

Usually the leading vehicle® is put on the horizontal and the trailer vehicle” on the vertical axis
of the collision diagram. Vehicles cannot drive backwards so the joint trajectory that the
vehicles follow is represented by a monotonic rising function (in most collision diagrams
indicated by athick black arrowed line).

In figure 7 the collision diagram for two disc-shaped vehicles on straight paths that make a
sharp crossing is shown. The dark-grey represents the collision area. The light-grey in the lower
|eft corner represents the configuration states which result in mutual deadlock. The white areais
the set of collision free areas which can be used safely.

3.3 Mutual deadlock

A mutual deadlock is a deadlock situation of two vehicles. As with ordinary deadlock it
happens when the vehicles occupy resources (some area) which the other vehicle needs to
continue driving. Figure 8 shows such a situation.

¥

Figure 8: Mutual deadlock

® The leader vehicle isthe vehiclethat continues driving at topspeed. Usually it isthe vehicle which is closest to theintersection.
" The trailer vehicleis the vehicle that must adapt its progress to the plan of the leader vehicle. Usually it is the vehicle which is
most removed from the intersection.
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In the collision diagram (figure 7) this is the light-grey area in the lower left corner. Let
f(sl)|—> s,be a monotonic rising function representing a joint trajectory for which

0< # <1. The mutual deadlock area in the collision diagram equals the set of states (x ,y)
S,

for which
Of : f(x)=y 0O Ox,y')=collison Ox'2x0Oy' 2y 0 f(x)=y'

Mutual deadlock is caused by a bad conflict resolution which does not prevent it. It must be
prevented because deadlock is a very undesirable state of the system.

3.4 Blocking

Blocking is the resolution which stops one vehicle early so that the other vehicle can pass
without problems. The stopped vehicle does not proceed until the other vehicle completely
passed the crossing. The area of the crossing in which only one vehicle may be present at any
moment is called the critical area. Figure 9 shows an example of the critical area at a crossing.
The dotted line represent the crossing paths of two vehicles. The area enclosed by the solid
lines represents the resulting critical area.

Figure 9: Blocking: critical area

The representation of the critical area can be transformed to a collision diagram. In the collision
diagram the critical area guarded by blocking is the Cartesian zone [a, b] X [c, d] with

a=min{sl|EB (s.,s,)= coIIision}
b—mln{sz|Etsl S, S,)= olllson}

ax{sl|Etsl sl sz)zcolhson}
d—max{sz|EB (s.s,) coIhsuon}

In figure 10 this is the rectangle around the collision area. The black arrow in this picture
represents the joint trajectory. The dotted black arrow is the ideal trgjectory which could have
been used if vehicles wereimmaterial.

Blocking is often the only rule used in static traffic controllers. It can be implemented very
efficient using semaphores [lit. 1-8]. The entire critical area is calculated before system run-
time. Semaphores are placed along paths to guard the critical area. In the collision diagram this
is at the boundary of the Cartesian zone. When a vehicle wants to enter the critical area it must
claim the semaphores [lit. 1]. When it leaves the critical area, the semaphores are released

again.
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In dynamic traffic control the blocking method can also be used. Of course the calculation of
the Cartesian zone is done during run-time. Because it is done during run-time, the Cartesian
zone can be placed where needed (around critical areas). After its useit is discarded.

A .
Cartesian zone ,{
>

time-loss of v»

\4

| | s

Figure 10: Coallision diagram of blocking with rectangular vehicles

The time loss of the waiting vehicle can easily be derived from the collision diagram. The
difference between the two arrows at the right indicates the time-loss induced by blocking. The
joint trajectory cannot enter the Cartesian zone, because this would mean that more than one
vehicleis present in the critical area. Thus, the joint trajectory must satisfy

(s, Ofa.c]Os, O[b.d])0(s, O[b.d]Os, Ofa..c])

Sinceit is assumed that s, takes thelead, s, <b must hold until s, > c¢. Then both vehicles can

drive at full speed without any more danger of collision. All this is represented by the thick
black arrow in figure 10. The formulas presented here are without relative arrival distance
correction. The influence of the relative arrival distance is discussed in section 3.5.1.

Thetime loss of blocking strongly depends on angle and relative arrival distance and somewhat
on the vehicle shape. An exact formula has been determined for circular shaped vehicles and

rectangle shaped vehicles. Blocking is well defined for angles of intersection in ]On{ In the

case a = 11 (vehicles are exactly opposite) the blocking method cannot solve the conflict and is
not defined.

For circular shapes the average time-loss 1 is (derived in appendix A.2.2):

2
Thiok = ﬁ Jall ]On{

For rectangle vehicles 1y« iS (derived in appendix A.2.1):

E§+—cotEEHaD§) ZE
Thiock _DI [
D—+—tanEEHa 0

E7 % "E
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Because the Cartesian zone contains all possible (s;,S,) for which
(s, : (s, s,) = collisonl5, : (s,, s, ) = collision

blocking is protected from mutual deadlock. However, the Cartesian zone also contains
collision-free states which cannot be used now. This can be inefficient. An improvement is the
concept of ‘advancing’ which is explained in the next section.

3.5 Advancing

Advancing is the resolution which lets one vehicle wait and the other pass. But as on as
possble the waiting vehicle tries to advance slowly without disturbing the other vehicle. Figure
11 explains the concept and compares blocking to advancing. The thick blad arrow is the joint
trajedory generated by advancing, the dotted grey arrow is the joint trajectory generated by
blocking. The dotted black arrow is the ideal trajecdory again.

As can be seen in figure 11 the time loss of advancing is snaller or at most equal to the time
loss of blocking, which makes it an interesting replacement of blocking. The profit made by
using advancing instead o blocking isindicated in thefigure.

time-loss
of V2

profit

A 4

St

Figure11: Advancing and blocking

The resulting average time-lossis derived in appendix A.3.1 for circular vehicles and in A.3.2
for rectangular vehicles. As for blocking, the formulas presented here are without corredion for
relative arrival distance. Thisis discussed in sedion 3.5.1.

Theformulas for the average time-lossof advancing are

r

t advancing = ————,a U ]O.p[ for circular vehicles and
co

020

| w .
t L == +—tanﬁ a [0 |0. p| for rectangular vehicles.
advancing 2 2 |:|2 @ ] p[ g

For rectangular vehicles the time-lossof advancing for anges of intersection larger than a = %

reduces to blocking (proven in appendix A.3.2.1). In the collision diagram this $iows in the
180 rotated collision area which blocks v, from advancing until v; has passed the crossing
completely. Seefigure 12. Infigure 13 the sameis $own for circular vehicles.
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time-loss
of v2

!
»

S1
Figure 12: Advancing if a=mw2 for r ectangular vehicles

Figure 13: Advancingif a=m2 for circular vehicles

Thejoint trajectory for advancing can easily be derived from the collision diagram. It mostly
foll ows the lower border of the collision area with two exceptions: first, mutual deadlock areas
should be avoided by introducing a straight, horizontal trajectory part. Second, the trajedory
stegpnesscannot become greater than s, = s, .

Asume that f(Sl)H s, and g(sl)H s, are any monotonic rising functions representing
joint trajectories. Let g be a collison and mutual deadlock free trajectory satisfying

0
0< % < 1(steepnessconstraint). Then f is the advancing trajectory if it satisfies
St

Og: |t <g

3.5.1 Influenceof relative arrival distanceon blocking and advancing

S1 "
Figure 14: Reative arrival distance of blocking and advancing
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Both for blocking and advancing the relative arrival distance of the vehicles is subtracted from
the total time-loss, or, the average time-loss is reduced by half the reative arrival distance,
(d,-d,)/2.

In the callision diagram (figure 14) this shows by the trandation of the start of the joint
trajectory towards the right.

3.6 Roundabout

The roundabout method introduces a small roundabout near or on the original intersection. The
roundabout is sized and placed in such a way that both vehicles enter, drive and leave the
roundabout together without colliding. The vehicles must deviate from their original path to
enter the roundabout. The path deviation goes along the tangent from their start position to the
roundabout and is symmetric for both vehicles. Both vehicles must start the deviation at the
same moment in time. See figure 15 for an example roundabout.

The result can be a significant improvement of the loss of time, depending on the angle of
intersection a. Because the vehicles do not need to slow down energy is also conserved (no
acceleration).

roundabout

Figure 15: Roundabout

The vehicles are assumed to drive straight originally and at the same speed. Both vehicles are
assumed to have identical shapes. The radius of the roundabout is referred to as R The
deviation vehicles have to make when approaching the roundabout is denoted by . The phase
difference on the roundabout is denoted by ¢. Both vehicles drive in the same direction over the
roundabout.

Several variants of the roundabout have been developed. They are discusses in the next
sections.

3.6.1 Full roundabout

This is the roundabout as described above. The two vehicles approaching the roundabout by
means of a tangent are assumed to make an equal deviation from their original straight paths.
This preserves the original relative orientation a so the phase difference on the roundabout is
equal to therelative orientation thus ¢ =a . Figure 15 shows the concept of the full roundabout.
The full roundabout is defined for angles aD]O.JT]. The full roundabout has two major

advantages: small loss of time and no speed fluctuations. A disadvantage is the room needed to
perform the roundabout.
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Figure 16 shows the roundabout with minimal radius R that contains a configuration of
rectangular vehicles with phase difference ¢.

W¢ P

Figure 16: Configuration ¢ on roundabout with minimal R

With thefigureand ¢ =a wederive as minimal radius R of the roundabout
R= I—cotEEH+ﬂ
2 120 2

Both vehicles execute the same plan, but rotated over angle a. The straight segments to the
curved segment are symmetrical before and after the roundabout. The arc the vehicles drive
over the roundabout equals 2. The plans are equally long, because the angles of deviation are
equal aswell.

The direction of rotation on the roundabout is determined by the relative arrival distance. The
roundabout always rotates so that the vehicle which is closest takes the lead on the roundabout.
If the relative arrival distance is larger than zero, the entire roundabout is displaced away from
the closest vehicle and towards the most removed vehicle. In this way the plans stay the same
for both vehicles. Figure 17 explains both.

Y

Figure 17: Rotation and trandation of roundabout

Knowing this we derive the path deviation and average time loss from figure 18 which shows a
roundabout in detail.
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path of vehicle 1

path of vehicle 2

Figure 18: Construction of roundabout with arrival distancesd; and d;
The centre M of the roundabout is placed at equal distances f from the original paths of the

vehicles. The centreis also placed at equal distances e from the starting position of the vehicles.
The orthogonal distance f from M to the original straight pathsis

f= d, ~d, cotEEE
02C

2

Now it can be seen that

wherethe average arrival distanced is

Which resultsin the arc of the deviation, S

B=arcsinBBH—arcsian—E
Oe O

teLlC

For the total path length of one vehicle we obtain

ol = 256" - R + pRE
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andfor the average time-lossof the full roundabout

T roundabout — ZE\‘ ez - R2 + .BR_ d E

The roundabout isonly valid if 8>0and e> R.

The formula shows that Trounganout 1S NCE linearly depending on the relative arrival distance. The
values of e and 8 are both not linearly depending on the relative arrival distance.

3.6.2 Shrunken roundabout

A shrunken roundabout is always placed exactly on the gicentre of the conflict. Both vehicles
start deviating at the same moment in time. The radius is 'shrunk to fit' both vehicles, but nat at

anangleequal to o 0 ¢ #a . Thisalso causes 3, # 3,. Thelead of v, is preserved as much as
possble. The leader vehicle enters the roundabout before the trailer vehicle does and already

drives part of the roundabout. This results in a larger angle ¢ between the vehicles on the
roundabout, but a smaller R. Both vehicles continue driving at top speed.

Figure 19: Shrunken roundabout

When v, enters the roundabout, both vehicles have driven the same distance because nore of
the vehicles was delayed. As of yet the solutions for R and ¢ are unknown, but assuming

a= g , ¢ should satisfy (derived in appendix A.1.2):

R OR O yd2-R?-\d?-R?
o =a —arcsu'%%arcswl:l %
) H R

Theresulting average time-lossmight be lessthan the average time-lossof the full roundabout.
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3.6.3 Advancing roundabout

Figure 20: Advancing roundabout

One vehicleis appointed |eader, the other trailer vehicle. The vehicles perform a roundabout but
one which has been made too small on purpose. However the paths are kept equal and are
constructed using the full roundabout (but with R too small). The leader vehicle is granted
priority over the trailer vehicle. The trailer must lower its velocity to allow the leader to pass.
The leader vehicleis always at front in the roundabout direction.

Figure 20 shows the situation. The vehicle driving from top to bottom is the leader vehicle.
Clearly, the roundabout is much too small to hold both vehicles at a straight angle. The trailer
vehicle therefor slows down to allow the leader to pass.

Numerical approximation (see appendix A.1.3) showed that, at least for circular vehicles, the
advancing roundabout is sometimes more efficient than a full roundabout. This is only in
situations where the vehicles are reatively close to the epicentre already.

The advancing roundabout can be seen as a generalisation of advancing and full roundabout.
Advancing has the minimal R=0 while the full roundabout has the maximal needed R.

3.7 Swirl

The swirl is a very dance-like movement and comes in dozens if not hundreds variants. Only
one (thefirst) is discussed. This one was developed for circular vehicles at right angles and the
ideas explained here are not entirely compatible with rectangle vehicles or other angles. The
vehicles must be of the same size with radiusr.
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Y

Figure21: Threeswirl states

Theidea behind swirl isto fix the distance between the vehicles at a distance 2r. This is enough
to prevent collision. The vehicles perform a continuous linear translation and rotation around
their mutual centre. The vehicles in their movement can be viewed as a pair of dancers. At the
end o their performance they have switched places and can continue their journey separately.

Figure 21 shows three states of the swirl representing start, intermediate state halfway and final
State.

A mathematical description d the problem is not yet available.

3.8 Single-sided deviation

Single-sided deviation is a rule which tries to deviate one vehicle in arder to avoid another
vehicle. It is borrowed from the full autonamy concept. It is especialy useful in situations
where two vehicles are opposite or one vehicle stands 4ill.

Figure22: Optimal deviation for single-sided deviation

Deviation can be used to gptimise the time of crossing. In figure 22 we see how. The most
remote vehicle deviates towards the back of the leader vehicle. This looks like a single-sided
roundabout.

3.8.1 Autonomousdeviation

The autonomous deviation rule tries to solve conflicts by repeatedly making small deviations.
To dothis, one or both vehicles make a deviation away from the other. This should be mutually
agreed upan to prevent the conflict from becoming worse. The deviation can be to any side of
the vehicle's path and can be of any magnitude. The rule concentrates on passng now, nat on
optimising.

-33-



Dynamic traffic control of free navigating automatic guided vehicles

The deviation usually does not provide an immediate resolution o the conflict. A short time
later, the situation can be re-evaluated by autonomous deviation and anather adjustment is
made. Thisis dore until the conflict has been solved.

/ immobile \
________________________ vehicle "~~~ T TTTTTT

Figure 23: Deviation to avoid obstacles

If autonomous deviation is used to pass conflicts, care should be taken to avoid dynamic
deadlock. If agroup of vehicles deviate in a fixed cyclic pattern, they arein dynamic deadlock.

To counter this, the autonomous deviation rule must not always choose the same side to turn
to. Instead, this sde should be chosen random if possble. The random factor reduces, but does
not eliminate, the chance of dynamic deadlock. By randomly choosing a side of deviation, the
chance of repeating deviations (like circles) is rather small.

However, the autonomous deviation rule should produce more or lessconsistent plans, so the
randomnessmust not be too large. Otherwise, the vehicles behave like they are ‘uncertain’.

Using this random factor makes autonomous deviation a very powerful knowledge rule which
adds enormous robustnessand flexibility to the system.

3.9 Comparing methods

The performance of each rule strongly depends on the angle of intersection and the rdative
arrival distance. Thereis no general, uniform solution to the crossng problem. Still, it is useful
to know when rules outperform other rules, where their strengths are and when weaknesses
appear. In a number of graphs blocking, advancing and full roundabout are compared and
evaluated. The functions in each graph are for rectangular vehicles. Each graph has different
values for the distances d; and d, or for therelation o the vehicles’ sizel andw.

On the horizontal axis of each graph, the angle of intersedion a is put. The domain® of the
functions is the range of a and equals ]O.,o] for roundabout and ]O.,o[ for blocking and
advancing. On the vertical axis the average time-loss per vehicle expressed in w is put. The
three functions are numbered. Blocking is line #1, advancing is line #2 and full roundabout is
line#3. The functions are continuous.

Thereduction o average time-lossfor one angleis defined by

told -t

new

told

where tqq is the average time-lossin the old situation and t.e, is the average time-lossin the
new situation. For the interval of angles [a.b] the overall reduction o average time-loss is

defined by

1" foig (X)' tnew(x)d

b-39 told(x) §

8 The domain is limited to valid combinations of angle ad dstances. In all graphs on the left side the functions are therefor
partially missing. Thiseffect increasesif the vehicles become larger.
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Performance of methods
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Figure 24: Perfor mance of methods #1

In figure 24 the situation is displayed where the vehicles are twice as long as they are wide.
Both are removed four times their width from the epicentre. The optimal angle for blocking and

advancing is a = g For roundabout thisis a =rt.

In this graph we see that advancing is the best solution for sharp angles until about a = g
Then roundabout becomes better than both blocking and advancing. For the important angle
=g, where advancing and blocking are equivalent with an average time-loss of 1.5w,

roundabout has an average time-loss of 0.57w. The average time-loss for a = g is reduced by

62.0%. On theinterval a = %%E compared to blocking only, the best-of-all combination

reduces the average overall time-loss by 62.3%.

Figure 25 shows the same crossing situation but now for sguare vehicles. Notice that all
functions now result in a smaller average time-loss. Apparently crossing is handled better for

square vehicles (which is not very surprising). The average time-loss for roundabout at a = g

is 0.25w. The average time-loss of blocking and advancing at o =g is 1.00w. The average

reduction of time-loss on theinterval a = % %TE is 76.5%. The equilibria of roundabout and

advancing and of roundabout and blocking have shifted towards the sharp angles. This indicates
that roundabout profits more from square vehicles than the other two methods.
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Figure 25: Performance of methods #2

Performance of methods

d1=d2=4W, |=4w

1/2 pi 3/4 pi
Angle of intersection [rad]

Figure 26: Perfor mance of methods #3

——1:Blocking
——2:Advancing
—3:Roundabout

——1:Blocking
=2:Advancing
—3:Roundabout
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In figure 26 again the same situation, but now for rather long vehicles: four times as long as
they are wide. In this graph we see that the roundabout has difted a lot towards the larger

angles. The reduction by roundabout over blocking at a = 5 is now 35.2%. The reduction over

the interval a = %%E amounts to 43.6%. This can be eplained from the fact that the

vehicles have, rdative to their length, already neared very close to the epicentre. To use the
roundabout, a quite large angle of deviation is needed. This increases the time-loss of
roundabout significantly. Advancing and blocking are lessaffected because they do not depend
onthe arrival distanceto the gicentre, only ontherdative arrival distance of the vehicles.

Performance of methods

[
dy=d,=4w, I:6.4w/
5

e

——1:Blocking

| ——2:Advancing
—3:Roundabout
1

N
0 1/4 pi 1/2 pi 3/4 pi 1

Angle of intersection [rad]

Average time loss [w]
w £

Figure 27: Perfor mance of methods #4

In figure 27 we see the same situation again for the vehicles used at the ECT terminal at the

‘Maasvlakte'. These vehicles are very long, compared to their width. The factor ! is as large
W

as 6.4. Roundabout at a =% is smewhat worse now than advancing and blocking. Note also

the rather large interval where the state is invalid. This suggests that the arrival distance to the
epicentreis rather small compared to the length o the vehicles. The reduction over the interval
is not avail able because of theinvalid states.

In figure 28 the vehicles are placed further away from the eoicentre. This results in a dramatic
deaease of time-lossfor the roundabout. As might be expeded, advancing and blocking are the
same as in the previous graph.

Thereduction on theinterval is 56.8%. The reduction on theright angleis 62.6%.
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Performance of methods

d1:d2:10N, | :6,4W

E

(3

[

% = 1:Blocking
-E = 2:Advancing
o —3:Roundabout
j=2]

©

g

<

0 1/4 pi 1/2 pi 3/4 pi 1
Angle of intersection [rad]
Figure 28: Performance of methods #5
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Figure 29: Performance of methods #6

An example of what happens if the relative arrival distance is larger than zero is sown in
figure 29. Here the vehicles are square and the relative arrival distance is exactly w. All three
methods improve which is seen by the functions that moved towards zero time-loss

Roundabout improved most and shows an almost constant time-lossof lessthan 0.06w while
advancing and blocking do not go below 0.5w. This results in a 92.45% reduction over the

interval a = %%E and 88.83% reduction at a =g.
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The sameresults are true for all comparable situations where the relative arrival distance equals
the length of the vehicle. The performance of roundabout even gets better if the d; and d,
become larger.

Performance of methods

|
d=4,d,=11.4w, 1=6.4v |

——1:Blocking

2 =—2:Advancing
—3:Roundabout

1 S /

/
0

0 1/4 pi 1/2 pi 3/4 pi 1
Angle of intersection [rad]

Figure 30: Performance of methods #7

In figure 30 a corfiguration where the relative arrival distance equals | +wis depicted. When
= gthere is no conflict. Thetime-lossherethusis 0. For other angles however, there still isa

potential conflict as far as blocking is concerned. Advancing and roundabout are able to reduce
the time-loss of the ‘conflict’ to 0. This is a rather nice example of the resource allocation
property of dynamic methods: advancing and roundabout both adhere to this property and
therefor do not seethe configuration as a corflict. Blocking does not adhere to this property and

introduces rather large time-losses. On the interval a = gg%g this results in a 99.37%

reduction of time-loss Again, these results hold for all relative arrival distancesequal to | +w.

In general we see that roundabout gains relatively more from a large relative arrival distance
than advancing and blocking. However, in absolute terms of time-loss advancing and blocking
gain more by alarger rdative arrival distance. The reduction percentages with a relative arrival
distance of zero can be used as a low boundary for all possble configurations with a rdative
arrival distance greater than zero. In absolute terms the reduction becomes less important,
becuse the absolute time-lossis small er.

We conclude that much profit can be gained by using the bilateral conflict resolution methods.
Especially a combination o full roundabout and advancing performs very well. By using this
combination, the time-lossusually can be reduced by as much as 80%.

In some configurations blocking tries to solve conflicts which do not exist for roundabout and
advancing. Because the vehicles can continue driving at the same speeal, energy use is also
lowered in this case. Lower use of energy means less costs and less loss of time (less
refuelling).

Depending on the results wanted ather methods could be devised to suit specific neals.
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4 Global traffic optimisation

Local traffic influences the behaviour of global traffic in the long run. To improve the odds that
the choices made to resolve local conflicts are the best ones avail able, we introduce field effed
methods. These field effed methods try to provide a useful seledion of goad and bad local
optimisations. The field effed resolution should favour plans which are best for the
neighbourhood d the conflicting vehicles. They are presented in sedion 4.1.

A special kind of global traffic optimisation is the co-ordination d vehicle streams. Streams
are convoys of vehicles close behind each aher. The crossing o streams is related to the
crossng o two vehicles. Using streams in dynamic traffic control is discussed in section4.2.

No traffic control is complete without multivehicle co-ordination. Multivehicle co-ordination
is the part of the traffic control which sees to it that the conflicts that arise are all handed.
Several heuristics have been developed in the past. In this thesis a very basic multivehicle co-
ordination is presented in section 4.3.

Flow control is related to multivehicle co-ordination, but is on a higher, more abstract level. It
is briefly discussed in section 4.4.

4.1 Fidd effects

]
-]

Figure 31: Field effects

By using any method to avoid collisions plans are changed. This change of plans ultimately
affeds others vehicles. Simulation results (discussed in chapter 6) clearly showed that it is
necessary to look further than one's bumper. This can be demonstrated by a very simple
example. Figure 31 clearly shows that if the vertical moving vehicle can access the crossing
first, two aher vehicles have to wait, which results in a larger total time loss The dfeds of a
bil ateral resolution on the vehicles near it are called fidd effeds. These field eff ects can ripple
through the system and can have a major impact on the system as a whole. They neal to be
addressed adequately.

-40-



Dynamic traffic control of free navigating automatic guided vehicles
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Figure 32: Neighbourhood of a conflict between vehicles A and B

The istence of these field effeds can only be solved by looking at a larger scope than bilateral
conflict resolution does, either in space or time or both. The field effect resolution heuristics
predict what the dfect of a bilateral conflict resolution will be on the neighbourhoad o the
conflicting vehicles and assgn extra @sts or lower the costs of the plan.

The neighbourhoad is the set of all vehicles that is within a predefined range of the conflicting
vehicles, excluding the conflicting vehicles. Figure 32 shows a conflict between vehicles A and
B and the correspondng neighbourhoad. The vehicles numbered n; are the neighbours.

The neighbourhoad N(v;, v, ) of vehiclesv; and v; is defined by
N(vi,vj)={vk|d(vi,vk)£rf L'Jd(vj,vk)Erf Ui, j? k}

wherer; istheradius of thefield.

During the research two fidld effed resolution heuristics have been developed. They are
discussed in the next two sedions.

411 Motion fied

The (weighted) sum of the motion vector of all vehicles in the neighbourhood is calculated. The
resulting average motion vedor V is an indication for the (weighted) average movement of the
vehicles nearby. If a suggested hilateral conflict resolution plan is in concert with the average
motion vedor V , it gets rewarded by a lower cost factor. If the plan is in disconcert, a penalty
factor is used. Inthisway a 'gradient of goodress o can be asdgned to a plan.

For V we define (if weighted):

_ - _ )
V= & motionvectoy, %1- WT

nl N(vi,vi) It %]
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or simply the sum of motion vedors if weighting is not used. The motion vedor of a vehicle n
is determined by its current heading (direction o vector) and speed (size of vector).

The gradient of goadness o depends on the correspordence of the average motion vector V

with the plan's resulting motion vedor G of the two vehicles involved. This can be dore by
taking the vedor inproduct as sown in figure 33. dindicates the angle of difference.

neutral, 0 =0

<

opposite, 0 = -1 exad match, 0 =1

Figure 33: Gradient of goodness of motion field assuming nor malised vector s

We define (as in the picture)

o=Veu

Two problems arise here. First, the plan’s resulting motion vedor G is na clearly defined.
Several ways to measure U are possble. For example, the average motion over the entire plan
can be used, or the resulting motion within a very short time, or anything in between these two.

None seams sttisfactory. The average motion over the aitire plan does not give a goad
indication o the real motion o the vehicles, because the plans tend to return to their original
paths 9 the average heading o the vehicles is along the original path. On the other hand, the
resulting motion after a short time does not expressthe influence of the plan over alonger time.

Second, the relative sizes of V and G are nat accounted for. This would appear to be solved
easily by making

&l

g=1"Vei

This factor encourages the use of plans which result in a large motion vedor .

With the goodressratio we define a cost multiplier m to calculate the dfedive cost Cefrective Of @
plan.

m=f(a)

Ceﬂective =ml¢ plan

In simulations (see chapter 6), f has been tried for linear and exponential functions. It showed
that this heuristic works fine for relatively simple situations. When a larger number of vehicles
is involved (say 10 in double crossng lanes) it deivers very inefficient results. This
inefficiency stems from inadequate estimation d thefield effed on ather vehicles.

We conclude that the average motion vedor V isinadequate to expressthefield effed.

-42-



Dynamic traffic control of free navigating automatic guided vehicles

4.1.2 Neighbour request

The neighbour request tries to estimate the field effeds by evaluating the dfect of a plan on
eadch of the neighbours of the vehicles in the bilateral conflict separatdly. For each o the two
vehiclesv; and v, in the conflict, the neighbour set N(v, ) is calculated. N(v, ) is defined by

N(vi)={vk|d(vi V)<, O, j# k}

Note that the neighbours now depend on the conflicting vehicles and not on the epicentre of the
conflict.

The plan o v is evaluated for each vehiclein N(v;) as the plan o v; is evaluated for each
vehiclein N(vj ) Whenever a plan results in a conflict or solves a conflict with a neighbour, a

cost estimation is made. This cost estimation can therefor be positive if a new conflict exists or
negative if an dd conflict is (partially) solved. Note that the conflict is considered isolated to
make a cost estimation.

Preferably, this cost estimation should be based onthe bilateral conflict resolution methods
presented in chapter 3. However, this is not always possible because these resolution methods
are based on certain vehicle and path shapes.

Suppose the bilateral resolution methods are applicable for all situations. There still is the
problem which method to use. One option is to choose for the best option available. However, it
is not sure that this option can truly be used in the given conflict. The estimated cost would
almost always be an underestimation of thereal costs, resulting in a bad field effed resolution.

Another option is to choose one resolution method which is always applicable and gives a
rather high cost. Advancing o blocking are both suitable. The estimation will not easily be an
underestimation, but rather a small overestimation. In the end, this results in a more
conservative, reliable field eff ect resolution.

If the badness or number of affeded neighbours is large eough the plan will be rejeded in
favour of other, lessdisturbing plans.

Simulations (see chapter 6) showed that this field effed resolution method performs better than
motion field. It can solve complex situations much better. Since motion field handed simple
situations quite well, not much is gained in simple situations.

4.2 Vehicle streams

The concept of a vehicle stream (a number of vehicles close behind each aher tracking a
common leader, basically along the same path) is supposed to increase total throughput and
therefor deemed very important. Related to streams are creating, merging and demerging of
streams which all ow vehicles to enter and leave streams. In sedion 4.2.1 a special problem, the
crossng o streams, is discussed. Several solutions based on the dynamic traffic control are
provided and compared for performance.

Creating streams in a dynamic traffic controll er is rlatively simple. No inherent properties exist
which would hold one vehicle from foll owing anather. The only thing that neeads to be dore is
to dired the vehicles over the same path o have them track the same leader.

The sameis true for inserting a single vehicle into o removing a single vehicle from a stream.
This smply results in some (usually two) bilateral conflicts which are solved using ardinary
bilateral conflict resolution. Of course, special rules could be added which preserve some order
in the stream or other important aspect.
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Figure 34 explains the situation. Vehicle 2 wants to leave the stream and wil | probably have a
conflict with vehicle 1 and 3. Vehicle 4 wants to enter the stream which results in conflicts with
vehicle 3 and 5.

Recognising a stream as a stream is more difficult and would require either a way to find it in

the layout or some bookkeeping. For example, each vehicle could be assgned to a stream when
needed and this can be recorded in a small database.

Figure 34: Inserting and removing vehiclesin a stream

Merging and demerging o two streams can be viewed as two crosdng streams, except that the
paths of the vehicles are not entirdy straight. In a dynamic traffic control, merging and
demerging is rather easy.

4.2.1 Crossing streams

Streams are expected to appear often in an AGV system. Conflicting streams will therefor also
appear often. Theresolvement of these conflicts must be dore efficiently. Several methods have
been devised.

The performance of these methods is expressed in their average delay per vehicle Minor

fluctuations are ignored. Theresults are strongly influenced by theratio ¢ = ! .
W

The streams are assumed to cross under the angle of intersedion a. The distance to the
epicentre of the conflict is irrdevant for the throughput because it will only affect the first two
vehicles. In each stream the vehicles are closely following each aher in a straight line. All
vehicles are equall y shaped and sized | x w and drive at the same spedl.

422 Batch

vehicle
interspadng

!
¥

Figure 35: Batch streaming
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Batch streaming is driving a batch of vehicles from one stream over the crossing, than driving
an equally large batch of vehicles from the other stream over the crossing. If the intervehicle
space is ignored then the minimal distance between vehicles in a stream is |. The minimal
distance between vehicles of different streams is directly related to the loss of time of
advancing whichis

| +WtanEEHa 0jo..
= Rajo.n
In a batch the average delay therefor becomes

(n-2) +E +Wtanég%:| . Wtané%@

n n

Opatch =

Note that this delay is a lower bound, because weignore the vehicle interspacing.

423 Carouse

Figure 36: Carousel streaming

A carousd is a roundabout which is continuoudly filled from both streams at fixed intervals.
Two vehicles (one from each stream) enter the carousdl, drive the roundabout and exit it.

Figure 36 shows the model for carousel streaming. The vehicles approach aroundabout, drive
onit and leave it again.

The carousd always rotates in the same direction.

An upper boundary of the average delay of the carousel can be found by noticing that one new
vehicle per stream can enter the carousel 2aR after the first vehicles entered the roundabout. So
every 2a, 2 vehicles can enter the carousel. This means the average delay per vehicle is related
to the time-loss of the roundabout and the angle a. Theresulting delay is

—ar=%
Ocarouss —OR= 5 E cotE%%wE
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The radius of the roundabout R can be found using the formulas given in section 3.6.1. Note
that the average delay is an upper bound. It can probably be smaller by allowing vehicles to
enter the roundabout sooner.

424 Twist

The twist is a combination of the previous two methods. The streams are batched, but every
first vehicle of the waiting batch makes a roundabout with the last vehicle of the driving batch.
The other vehicles of the batch simply drive straight along.

In the time interval between the start of the first vehicles of two different batches n vehicles
have passed the crossing.

Thefirst vehicle of a new batch must use the roundabout which is a longer way than driving
straight on. Together with the first vehicle of a batch, the last vehicle of the previous batch
passes the crossing. Thefirst vehicle starts driving at time zero.

The second vehicle of a new batch is blocked for a while by the first vehicle. Assume that the
vehicles arrive at the other end of the crossing symmetrically. Then the second vehicle must
have a delay of 1,5 and this conflict is solved by advancing.

After that the remaining n - 2 vehicles in the new batch can continue driving immediately
behind their predecessor.

Figure 37 shows the timing of twist streaming. From this the average delay is derived. vi; is
thej™ vehiclein thei™ batch. B s the tangent deviation angle of the roundabot.

batch delay
0 Tra+2Tam( ﬂ) | +5(V1, z) | +5(V1, n- 1)
| | |
| [ [ |
V11 & Von Vi2 Vi3 V21 & Vip

Figure 37: Timing of twist streaming

(n B 2)' + Tra + 2Tadv(ﬁ)
5twist = n

The average time-loss of the advancing second vehicle is added twice because we must
transform the average time-loss for two vehicles into a delay for one vehicle. The roundabout
solution is symmetric, so the transformation yields the same solution.

Because the twist uses a roundabout only for the first and last vehicle, it can be used for any
angle a if the batch sizenis at least 3 so the vehicles have time to clear the roundabout.

To prevent collisions, the last vehicle of the ending batch must lead the first vehicle of the
starting batch on the roundabout. The rotation must of the roundabout must be chosen so that
the last vehicle of the ending stream does not interfere with the second vehicle of the starting
batch. This can be done by choosing the rotation most removed from the starting batch.

Two roundabouts are therefor needed so that they can alternate. The direction of the
roundabout needs to be different for switches from stream #1 to stream #2 and stream #2 to
stream #1. Otherwise the vehicles from one stream would be blocked by the roundabout of the
last vehicle of the other stream.

In figure 38 the twist is pictured. In this picture the twist is displayed with tangents to reach the
roundabout.
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Figure 38: Twist streaming
425 Conclusionson crossing streams

With some figures holding the functions of the three streaming methods we present the results
and draw some conclusions. On the horizontal axis the angle of intersection a is displayed. On
the vertical axis the average delay per vehicle expressed in the width of a vehicle is given. Both
figures are typical for the relations of the three functions. The functions are smooth and
identified by the number, corresponding to the legend to the side. Line #1 is batch, line #2 is
carousdl and line#3 istwist. The arrival distances d, = d, were set to 2I.

For sharp angles batch is always the best choice. If the batch size becomes larger, batch
efficiency increases and the break-even point with carousd shifts to the right. The ratio

= ! however appears to have more impact. Given a large enough ratio ¢ the carousel can
W
always become better than batch.
Twist always outperforms batch at lessthan a = % . If theratio cissmall or the angle a is not

very wide, twist is better than carousd, which corresponds to the relation between batch and
carousdl. For larger ¢ or very wide angle a, carousd is best. However, twist clearly is the
overall winner.

Twist is very insensitive to the size of the batch. However, its minimum is at n=3. For small
ratios ¢, the twist is the best stream crossing mechanism. The batch size does not influence this
much but does increase the average delay of twist. For short vehicles, small batches are therefor
preferred.
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Comparing stream methods
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Figure 39: Comparing streaming #1
Comparing stream methods
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Figure 40: Comparing streaming #2

4.3 Multivehicle co-ordination

In the dynamic traffic controller presented in this thesis multiple conflicts can occur at the same
moment. Any number of them can be related to each ather. Solving one conflict might solve
ancther one too, but it can also create new conflicts. A co-ordination for conflict solving must
be used.
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In literature, these problems are often call ed multiagent co-ordination. However, to keep in line
of this particular research, we will call it multivehicle co-ordination. In [lit. 18] several theories
for multivehicle co-ordination are discussed and explained. These co-ordination methods try to
predict which conflicts are most important. These should be solved first.

The currently used strategy for multivehicle co-ordination is more simple and also does not
try to gotimise to find the cheapest solution explicitly. The multivehicle co-ordination algorithm
was devel oped with the thought that conflicts which are nearest in time are most important and
need to be solved first, thereby allowing the best solution to be found for these cases because
other conflicts and their resolvements do not have to be considered. This drategy is also
providedin [lit. 18].

Other strategies in [lit. 18] are based on resolving the longest conflicts first, the relatively
longest conflicts first (conflict duration divided by sum of plan duration) or the least movable
conflict first (union o plan time relative to sum of duration o plans).

Depending on the temporal relationship two vehicles have, an alternative is chosen. Possble
temporal rdationships are before, meets, equal, overlaps and in. Posshle alternatives are
reduction of resources (lower needs, for example release pre-claim or take another route),
reduction of intervals (use finer indication of used intervals, for example more semaphores) and
spread (for example slow down).

Please note that the provided strategies are of a general nature. An example for conflict
resolution with autonomous robots is provided.

Independent of what strategy is used, the computational complexity of the multivehicle co-
ordination must be low. As mentioned abowve, solving conflicts might introduce new conflicts.
Multivehicle co-ordination must guard for the possibility of infinite conflict resolution relations.

The proposed strategy (the one used in the simulation todl) is an ‘earliest conflict first’
approach. Each next earliest independent (isolated) conflict is resolved until no more conflicts
are to be resolved. Each ather conflict that involves at least one of the vehicles for which a
conflict has already been resolved (a rdated conflict) is not resolved during this round o the
co-ordination process New conflicts which appear because another conflict got solved, are nat
resolved during this 4ep either. Related, but later, conflicts are handled later.

In effed this drategy resolves all most early, isolated conflicts and then starts over again.

The strategy guarantees a linear complexity in the number of conflicts that must be resolved
eadh time the co-ordination is used. By predicting conflicts far enough ahead in time and soon
enough, unresolved conflicts rarely happen.

4.4 Flow control

Too much vehicles in a small area causes many conflicts. The job of the flow contral is to
reroute vehicles so that the spread o vehicles over the entire layout saves time. Usually this
means avoiding busy places where a vehicle does not really need to be.

An exampleis givein figure 41. Suppose the vehicle originally had the plan to continue driving
forwards. Now several vehicles approach from theright. They are allowed to gofirst (they were
their first). The vehicle has the choice to wait or choose the alternative route to its goal.
Foll owing the alternative route appears to be better at first sight, but new conflicts could happen
here. Predicting this exactly is very difficult but if we asaume that no vehicles near by suddenly
change plans, the predictionis fairly easy to make. Considering this, taking the alternative route
may not be such a bad choice after all.

Because of conflicts, the convoy-effed in the system increases in time. This eff ect increases the
chance of conflicts andis =lf-amplifying.
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____________________________

Figure41: Waiting or turning?

In a perfect system no vehicle ever conflicts with another. Maximum efficiency is achieved.
Flow control should try to achieve this gate without introducing too large extra costs because of
detours. A balance between avoiding conflicts by incurring detour costs and letting conflicts
happen without detours has to be found.

The factory's layout of functional points sould express this by attempting to spread the
functional points.

Alternative routes which are fill ed alternatingly force spreading and could break the convoy
effed.
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5 Architedure

We want to be able to build a real dynamic traffic controller or a simulation of a dynamic traffic
controller. To do this properly, the architecture of the dynamic traffic controller should first be
designed.

In chapters 1 and 2 the dynamic traffic control was introduced and some properties were
presented. In chapters 3 and 4 several heuristics were given which all handle a certain sub-
system of the dynamic traffic control. These properties and sub-systems must be present in the
architecture of a dynamic traffic controller as much as possible.

Because the research about streams was done later than the design of the dynamic traffic
controller, streams are not present in the architecture presented in this chapter. However, the
architecture could be extended without too much difficulty to support streams.

Four sub-systems are identified:

1. collision prediction, which warns the system of possible collisions (conflicts)

2. aknowledge base, holding the bilateral conflict resolution methods

3. fidd effect analysis, which tells the system which plan is best in a more global context
4. multivehicle co-ordination, which organises the resolution of multiplerelated conflicts

These four sub-systems operate in sequence on the given data of vehicles (number, location,
tasks assigned to vehicles etc.) and the site layout (location of stations and cargo holds,
refuelling stations, roads €c.).

The four sub-systems operate on each others resulting data. Each sub-system takes the output of
the sub-system before it, transforms it into new data and passes this to the next step in the
processing cycle. The way they do this is given in a functional model which is explained in
section 5.1.

The functionality of the dynamic traffic controller operates on several databases like the site
layout and the vehicle state information. The state of the databases represents the state of the
dynamic traffic controller.

The design of the data structure in the dynamic traffic controller is given in the object model in
section 5.2.

From the data structure and the functionality of the system we derive an algorithm in pseudo-
code which describes the complete process in the dynamic traffic controller. This algorithm is
givenin section 5.4.

With this algorithm the computational complexity of the dynamic traffic controller is derived
in section 5.4. The computational complexity is important because we can see whether or not a
practical implementation is possible and where its execution speed could be improved.

To conclude the discussion on the architecture of the dynamic traffic controller, we shortly
discuss the differences between a centralised and distributed architecture in section 5.5, real
time implementation in section 5.6 and the possibility of parallelism in the presented algorithm
in section 5.7.
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5.1 Functional model

The dynamic traffic controller contains four sub-systems: the knowledge base containing the
bilateral conflict resolution methods, the fidld effect analysis, the multivehicle co-ordination
and the collision prediction. The multivehicle co-ordination is divided into the dispatcher which
dispatches conflicts in any sensible order to the knowledge base and the exeautioner which
chooses the best plan and implements it in the vehicles. In figure 42 the architecture of the
dynamic traffic controller is displayed.

In this architedure, stream methods are nat explicitly used. These could fit into the
knowledge base.

Dynamic traffic controller

Multivehicle
Collision co-ordination
predl ction executioner dispatcher
Field effea Knowledge base
method rulel rulen

Figure 42: Controller architecture

The collision prediction examines the system and builds a list of tuples (time to collision, vi,V,)
of vehicles v; and v, which will probably collide in time to collision time units if no action is
taken. This is dore by estimating the location and arientation of the vehicles in a given time
interval lat according to their current paths. The time interval lat is called the lookahead time.
This is the time interval starting from the current moment in which possble conflicts are
deteded and solved. The resulting list L is passed to the multivehicle co-ordination.

The multivehicle co-ordination determines in which arder the conflictsin thelist L are resolved.
Thisis called the dispatcher.

The multivehicle co-ordination can base this order on many things, for example ‘earliest
collision first’ or ‘most difficult to solve collision first’ . Whatever the reason for the specific
order, the multivehicle co-ordination also determines which conflicts are to be solved.

Unsolved conflicts might disappear automatically or new conflicts can appear because plans
are changed. It is |eft to the multivehicle co-ordination to decide whether or not these are solved
immediately or |€ft for later.

The multivehicle co-ordination constructs a sequence of conflicts L' which holds tuples (time
to collision, vy, V,) of conflicts that it wants to be solved immediately. These are all isolated
conflicts.

Each conflict in the sequence L’ is passd in arder to the knowledge base. Currently we
asaume an earliest-callision-first scheduling, meaning that the erliest collision should be
resolved first.
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The knowledge base generates one or more plans to solve each conflict i in the sequence L’ that
it was given by the multivehicle co-ordination.

Each rule in the knowledge base determines for itsdf if it is applicable to the current
configuration of the conflict i and if so it generates one or more conflict resolution tuples
(cost,plan,plany) which each represent a plan to solve the conflict. Each tuple holds the cost of
the plan according to the global available cost function and the plans for respectively vehicle 1
and 2. The set of possble conflict resolution tuples § for each conflict i in L’ is handed over to
thefield effect analysis.

Thefidd effed analysis rewards bonuses or penalties to each conflict resolution plan p in the
st S.

Todo this, thefidd effed analysis neads information of the neighbouring vehicles N; near the
vehiclesin the corflict i.

Thefield effed analysis does not solve conflicts, but estimates the influence of the plan p on
the neighbouring vehicles N;. If plan p does nat influence the neighbours N;, the field effea
analysis returns a neutral result, c.q. the cost of the plan p is not modified. If the plan p
introduces costs to the neighbours N;, the field effed analysis must increase the cost of the plan
p. If the plan p removes costs of the neighbours N, the cost of plan p should be deaeased.

Thesat §' of plans with a modified cost for each conflict i are passed back, to the exeautioner
part of the multivehicle co-ordination.

The multivehicle co-ordination executioner selects the plan p in the set §' with the lowest
resulting total cost. This plan is implemented to be eecuted in the vehicles v; and v, of the
conflict i.

This is dore until all conflicts in the set L’ have been resolved. At that moment, the collision
prediction can start all over again.

To conclude this sction we give an OMT (Object Modding Technique, [lit. 10]) functional
model of the dynamic traffic controller in figure 43. The functional model describes where and
what data enters the system, how it is manipulated and what is finally returned. Actors are
displayed inside square boxes. An actor is a more or less indegpendent other system. It
influences the system we look at and causes its exeaution. Storage is drawn between two thick
horizontal bars. Processes are drawn in €lipses. Simple lines are data transfers between
processes. In the figure the acronym mac stands for multivehicle co-ordination.
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Figure 43: Functional model

5.2 Object mode

An objed oriented model of the AGV system feds naturally: vehicles, paths, rules can all be
viewed as objeds without mind-bending assumptions.

The design notation used is OMT [lit. 10]. The objed model is used here. It shows the relations
of the objectsto each aher. In section 5.1 the functional model was described using OMT.

Figure 44 displays the most important notations used in OMT. The class definition defines
name, attributes and methods of the class Attributes proceeded by a ‘/' are derived from other
attributes and relations. Methods accept parameters and return function results. The short object
dedaration is used to simplify relations with aher classs. The class can be defined later or
earlier. This also allows decomposing the design in multiple smaller parts, which enhances

legibility.

Therelation line conneds classes of which instances are rdated. In case of a line only, thisis a
one-on-one reation. This means that each instance of that class has a relation with exactly one
instance of the related classand vice versa. A circle on an end d the line means that an instance
of that class participates multiple times (multiplicity, the solid circle) in the relation o is
optional (option, the open circle). Aggregation (the diamond) means that the classis completely
or partially build up of the classat the other end of the relation. Attributes can be assgned to
relations. The participation of a classin arédation can be named.
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Inheritance is the mechanism where a class inherits properties from a parent class The
inheritance symbol (triangle) points to the super or parent class The child classs are at the
broad end. Single inheritanceis usually used to specify specialisation of child classes. The other
way round the parents can be seen as generalisations. Inherited properties are usually not
redrawn. Multiple inheritance is comparable to single inheritance but the child class inherits
from nultiple classes. This can lead to ambiguity between method and attribute names. It can
be avoided by having the donating class name precede the property in the child class In the
design below multiple inheritance caused ambiguity, which was @lved, in the definition of
CompoundSegment in figure 47.

Note that the object modd given here only tries to modd the essence of the traffic controller.
Trivia and non-essentials are nat in the model.

OMT Guide

Object name ‘ PilotPath l
attributes: of type

Class definition

Short class declaration

methods (params):result

start: Position

Relation ) )
Relation attribute
{area in map} guards
Relation constraint Relation participation name

® O

Multiplicity Optional

Inheritance Aggregation (part-of)

Figure44: OMT Guide

Figure 45 shows the model for shapes. Shapes are used to describe the physical outer shape of
objects in the AGV system. All shapes are spatially oriented. This is expressed in the
orientation attribute.

Shapes can generally be divided into elipses and palygons. These are the Ellips and Polygon
class which both inherit from Shape. Both Ellips and Polygon are therefor oriented shapes
which can berotated. Ellips has two extra dtributes which define it: width axis and height axis.
Polygon is build up of at least three Positions. A Pasition is a 2-dimensional co-ordinate.
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Derived from Ellips is the specialisation Circle. A Circle has equal width and height axis which
is called the radius. Derived from Polygon is the Rectangle which is defined by a length and
width attribute but otherwise behaves as a Polygon. Other shapes could be derived if necessary.

Note that no shape holds positional information. This is done because positional information is
not essential to the shape but to the context which the shapeis placed in.

Shape Position

orientation: angle X: number
y: number

Ellips

width axis: number>0
height axis: number>0

AN AN

Circle Rectangle

radius: number>0 length: number>0

width: number>0

Figure 45: M odelling shapes

Figure 46 shows the modelling of vehicles and areas. Both Vehicle and Area inherit from
Shape. With this it is expressed that for the traffic control vehicles and areas are basically
viewed the same. By inheriting from Shape, Vehicle and Area can also be for example
Rectangles or Circles which can be rotated and can have any dimension.

Each Area has a name and an accessbool ean attribute. The accessattribute indicates whether or
not the area is accessible by other objects like vehicles. Area is specialised in four ways:
Preferred Area, Free Area, Reserved Area and Occupied Area, as discussed in section 1.1.2.

Each Vehicle also has a name. It is related to a PilotPath which holds the route it should travel
and a ExecPath which holds the actual trajectory the vehicle is going to follow. The progress
along the executable path is indicated by the relation attribute step. With the executable path
and the step attribute the attributes paosition, diredion and speed can be derived.

The method plana requires atime offset. It returns the situation of the vehicle at that moment
intime. It can be used to predict the state of the system at a certain moment in time. The drive
method tells the vehicle it should follow the executable path for a while, indicated by the
parameter spedd.

Derived from Vehicle are Rectangular Vehicle and Circular Vehicle which define vehicles with
often used shapes.
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Shape

PilotPath

Area

name: string

access: boolean

ExecPath I

step: number>=0

/

Vehicle

name: string
Iposition: Position
/direction: angle
/speed: number>=0

planat(time):Vehicle
drive(speed)

{shape is rectangle} {shape is circle}

Rectangular Vehicle

-

Circular Vehicle

length: number>=0

width: number>=0 radius: number>=0

Prefered Area

Free Area Reserved Area

Occupied Area

access = true access default = true access default = false access = false

Figure 46: M odelling vehicles and areas
Figure 47 shows the moddling o paths and segments. Segment describes the basic straight
segment. It is defined by length and diredion. Two methods, at and andeat, allow information
on the state of the segment at a specific place to be retrieved. This is dore by a fraction.
fractionisareal nhumber in[0..1].

Derived from Segment are WaitSegment, which holds a vehicle for a period o time specified
by delay, and CurveSegment which defines a curved segment. It has attributes radius of curve
start ange of curve (in rad, clockwise, from 12 o'clock) and arc of curve (in rad, begins at start
of curve, positive is clockwise, negativeis counter-clockwise).

PilotPath consists of a number of consecutive segments each starting where the previous one
ended. The length of a PilotPath is derived from the length o the segments.
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ExecPath

/duration: time
speeds: [speed]

speedat(fraction):speed

N

Segment

PilotPath

length: number>=0

/length: number >=0
direction: angle

at(fraction):Position
angleat(fraction):angle

at(fraction):Position
angleat(fraction):angle

{ordered}

CompoundSegment

CurveSegment .
WaitSegment

/PilotPath.length: number>=0

radius: number>=0
start: angle
arc: angle

delay: time>=0

PilotPath.at(fraction):Position
PilotPath.angleat(fraction).angle

/ RASegment

axis: angle
beta: angle
straight: number >=0
radius: number >=0

Figure 47: Modelling paths and segments

Derived from PilotPath is ExecPath which adds velocity information to each segment in the
path. Instead of a derived length attribute it has a derived duration attribute. It also adds a
speadat method which returns the speed at a certain place in the executabl e path.

CompoundSegment inherits from both PilotPath and Segment. A CompoundSegment, like a
PilotPath, consists of several consecutive segments. It inherits the ambiguous methods and
attributes from PilotPath. The CompoundSegment can be used to form complex segments from
simple ones. We could also have modelled segments as simple paths. The compound segment
and pilotpath would then have been the same.
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The RASegment (the roundabout segment) is an example of a compound segment. It is
defined by the direction of the original straight path, the angle of deviation beta, the length of
the straight segments within it and the radius of the curved segment of the roundabout.

Map

operates on

at: fraction in [0..1]

PilotPath

!

guards

guards

l Reserved Area l
Semaphore

Station

evaluate(Vehiclel,Vehicle2):[cost,plans]

Blocking

capacity: number>=0
free: number>=0 Advancing

claim(Vehicle,n)

action(Vehicle) release(Vehicle,n)

4> Roundabout

Binary semaphore

capacity=1

claim(Vehicle)
release(Vehicle)

Deviation

Figure48: Modelling rules

Figure 48 shows the modelling of rules. The rule class has no specific attributes but every rule
has the evaluate method used to evaluate itself for a conflict between two vehicles. The
evaluate method returns a list of plans together with their costs. A Rule operates on a Map and
can guard zero or more PilotPaths and Areas. The relation attribute at defines at which point of

a PilotPath a Rule should guard.
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Derived from Rule are the several knowledge rules in the dynamic traffic controller, Blocking,
Advancing, Roundabout, Swirl, Deviation et cetera. They do not define new functionality, but
implement the evaluate method in a unique way.

The Semaphore rule modes semaphores. The general semaphore has a capacity n. A vehicle
can claim v of this and must release it later. The free attribute contains the free capacity. A
specialisation of the semaphore is the binary semaphore with a capacity of 1.

Derived from both Rule and Reserved Areais a Station. A station is a place where a vehicle can
go to with a specific purpose, for example a power supply or loading dock. The physical
presence of the station is represented by a Reserved Area. The functional aspects of the station
are expressed by the Rule. This rule for example can hold access mechanisms.

Free Area

offset: Position offset: Position

PilotPath

start: Position

Field Effect Multiagent Coordination

range: number>=0

coordinate([Vehicles])

bonus(plan):score

Figure 49: Modelling map, fied effect methods and multivehicle co-or dination

Figure 49 shows the modelling of the site layout, the field effect method and the multivehicle
co-ordination. The class Map models the site layout. Each Map has a name. Each Map consists
of a collection of Areas, Vehicles, PilotPaths and Rules. The first three are positioned
somewhere in the map. This is indicated by the relation attributes offset and start. The relation
with areas must be restricted to areas which physically fit in the map. A Map inherits from Free
Areato indicate that the whole of a map can be accessed by vehicles.
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Fied effect method and multivehicle co-ordination are both modelled as class to allow different
implementations.

Every field effect method has the attribute range in which it is active and a method bonus to
assign a bonus or malus to a plan.

Every multivehicle co-ordination method has a method coordinate to co-ordinate the conflicts
between all vehiclesin the map.

5.3 Dynamic traffic controller algorithm

We will now give the algorithm of the presented architecture of the dynamic traffic controller
and derive the computational complexity of it in the next section.

The algorithm is mostly based on the functional model given earlier in this chapter and the
theory presented in chapter 4.

Assume lat is the lookahead time of the system. This is the time interval starting with the
current moment in which it can detect and solve possible conflicts. Vehicles is the set of all
vehicles in the system. Rulesis the set of all rules that operate on the system.

The traffic controller algorithm

# collision prediction

1. predictions:=00 # set of predicted collisions

2. for all pairs (vq,Vo) with vi#v,

3. if conflict (vy, Vo) within lat:

4 predictions := predictions+(time to collision, vy, v,)

# multivehicle co-ordination: dispatcher
5. sort predictions to smallest time to collision
6. withvy,w infirst of predictions:

7. from predictions remove all other conflictsinvolving v; or v,

# knowledge base

8. withvy,v, of first prediction mentioned in line 6

9. solutions := [ # set of possible solutions

10. for ruleinrules:

11. add to solutions the evaluation of rule in context of conflict

# fidd effect analysis
12. for neighbour in neighbours of v;:

13. cost := cost + evaluation by neighbour of plan;
14. for neighbour in neighbours of v,:
15. cost := cost + evaluation by neighbour of plan,

# multivehicle co-ordination: executioner
16. sort solutions to lowest cost

17. set plans of v; and v, to best solution
18. predictions := tail (predictions)

19. goto 6. until predictions =[]

54 Computational complexity

The computational complexity of this architecture depends on each of the four sub-systems
described earlier in this chapter.
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The computational complexity of this dynamic traffic controller is alarge O(n3) wheren is the

number of vehicles. However, this computational complexity for moderate n probably remains
low enough to implement the traffic controller in a real-time environment, especially because
the algorithm is well suited to berunin paralld. Thisis discussed in section 5.7.

The computational complexity of the controller is measured in the number of constant time
steps the algorithm has to make. As usual a worst-case complexity is derived. This is done in
several steps that are combined later.

Production d collision prediction set

n[ﬂn—l)

As can clearly be seen in the algorithm, the production of the prediction set involves —

n[ﬂn—l)

steps because the set contains at most ——— dements. Thisis complexity O(n2 )

Multivehicle @-ordination: dispatcher
Sorting the set takes n mg_ 1) IogEn [ﬂr;— 1) Esteps

Therefor complexity of thisstep is

nEﬂr;—l) D]Ogéntﬂr;—l) Ezo(nz logn?)=0(2n? log n)=

O(n2 log n).
Evaluation o therules

For each element in the prediction set (max. eements) we evaluate each rule. If we

n[ﬂn—l)
2

assume that the evaluation of one rule is done in constant time, the complexity of the rule
evaluation is also constant. This is true because the number of rules is also constant. The
complexity of rule evaluation therefor is

OBM 0 plans = O(nz)
o 2 U

Fidd effed andysis

The neighbour request method is used, so for each plan devised by the rules, each neighbour is
asked its opinion. Each vehicle in a conflict has at most n—2 neighbours (all vehicles except
those in the bilateral conflict). After that the results for all plans are sorted, which is constant
because the number of rulesis constant. This gives

@ [# plans2{n-2)

which is of complexity O(n3).
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Complexity of the controller in total
The total complexity of the controller is the sum of the three parts: prediction, evaluation and
collision avoidance and amounts to:

O(n2)+0(n2 log n2)+0(n2)+0(n3) = O(n3)
From this we see that the field effed analysis is the dominant factor in the computational
complexity.

55 Centralised vs. distributed

During the research on this thesis complete and correct availability of information was
asaumed. This is more like a centralised than a distributed approach. A distributed approach
however is not infeasible and provides a valuable alternative.

In a centrali sed system the main computer system is clearly the bottleneck. Communication can
be kept to a minimum since vehicles only have to receive new orders. Scalability is somewhat
limited by the main computer system's scalability.

In a distributed system local intelligence (the AGVs decision making hard- and software)
onboard the AGVs can be kept to a minimum: only enough computing power to provide
solutions for this one AGV is nealed. Communication however is heavily used, because the
AGVs must somehow co-ordinate their decisions and state information. This date information
can be incorrect (missng o garbled communications for example) which leads to lower
efficiency. The scalability is limited by the available communication bandwidth.

Taking into acoount the current advance of processing technology over communication
techndogy, the centrali sed approach seems more appropriate for current AGV systems.

5.6 Real-timeaspeds

The multivehicle co-ordination is processed continuously or onaregular time basis in real-time.
The processmust either be schedulablein hard real-time or be an anytime® process

The dynamic traffic controller as presented up to now is not very suitable for hard real-time
because the number of conflicts to solve can vary wildly even if parameters like available rules,
lookahead time and so on are fixed.

It is very suitable to be implemented as an anytime process One simple rule, for example
blocking, could be used to have an answer ready soon. Other rules are evaluated whenever there
istime. When morerules evaluate, the results are likely to become better.

5.7 Parallel processng

The knowledge base evaluates ®veral rules. Usually this is dore on one processor, but the
approach presented hereis very suitablefor parallel processing.

Predicting collision can be dore in paralld. Each rule could be processed in parallél. Isolated
conflicts (those conflicts which do not share mutual neighbours) can also be processed in
paralld.

This would reduce the time complexity, depending onthe number of processors used.

To support this case, we present a parallel algorithm for the dynamic traffic controll er.

9 An anytime process provides a solution after a short fixed time but produces better results if moretimeisavailable.

-63-



Dynamic traffic control of free navigating automatic guided vehicles

The paralléd traffic controller algorithm

# collision prediction

1. predictions:=0 # set of predicted collisions

2. for all pairs (v4,V2) with vi#v, do parallel:

3. if conflict (vy, Vo) within lat:

4 predictions := predictions+(time to colli sion, vy, V)

# multivehicle co-ordination: dispatcher
5. construct set isolated of isolated earliest conflicts out of predictions
6. with each pair (timeto collision, v4,v,) inisolated do paralld:

# knowledge base

7. solutions(i):= 0O # set of possible solutions for isolated conflict i inisolated
8. for ruleinrules do parald:

9. add to solutions(i) the evaluation of rulein context of isolated conflict i

# fidd effect analysis

10. for neighbou in neighbours of v, of conflict i do parallel:

11. cost(i) := cost(i) + evaluation by neighbou of plan

12. for neighbou in neighbours of v, of conflict i do parallel:

13. cost(i) := cost(i) + evaluation by neighbou of plan,

# multivehicle co-ordination: executioner

14. sort solutions(i) to lowest cost

15. set plans of v, and v, in conflict i according to cheapest solution in solutions(i)

16. goto 5. until predictions =0

We see that almost the entire algorithm can be run in paralld because each isolated conflict can
be handled in parallel. Especially the most time consuming inner loop of the field effect
analysis can be flattened by paralleism.

Without proof we note that on n® processors the computational complexity of this algorithm
reduces to a constant.
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6 Simulation

To support previous research in the field o satic traffic controllers two major (simulation)
tools have been developed. These are called RoadPlan 0 and RoadPlan. The todls proved to be
very useful in analysis of given situations and formed test platforms for new ideas. Almost in
the beginning o this graduation work it was decided that the results should be contained in a
simulationtool, preferably one that co-operated with the old RoadPlan programs.

The simulation todl has been developed and is called Roadplan v2.0. It can be used as an
analysis tool for de facto problems, but its main purpose is support for further development of
the dynamic traffic controller.

6.1 Roadplanv2.0

Roadplan v2.0 (short: Rp2) is a simulation todl for dynamic traffic control. It does this by
simulating the functionality of the dynamic traffic control and abstracting time.

Not all ideas discussed in this thesis have been implemented yet. A subset was chosen and
implemented to show that theideais viable.

Rp2, like the dynamic traffic control presented in this thesis, is 'rule driven’. This means that a
sat of knowledge rules determines how the simulation evolves. Examples of rules are the
bilateral conflict resolution methods discussed earlier in this thesis like advancing and
roundabout. Rp2 dfers a framework with data structures and GUI (Graphical User Interface).
Rules can be added to maps arbitrarily, once programmed, to research their effed.

Currently Rp2 offers two bilateral conflict resolution methods: advancing and roundabout.
Program code for thetwo field effed solutions are available. Neighbour request is integrated by
default in thetoal. The multivehicle co-ordination algorithm is also integrated.

Thetodl is discussed in more depth in appendices B.1 and B.2.

6.2 RoadPlan compatibility

For several reasons Rp2is nat diredly compatible with older RoadPlans. In arder of importance
these are:

e Incompatibility of concepts; static controllers do not support off-track locations. Though a
dynamic controller can contain static controller behaviour, it would be a burden to start
with.

« Difference of implementation design; older RoadPlans are proggammed in C, are not
object-oriented and have very limited GUI support. This leads to faster, but less flexible
and less clear programs. The new Roadplan is programmed in Python, completely objed-
oriented and has extensive GUI support. Execution is dow but extending the tod is
relatively easy.

e Lack of documentation; older RoadPlans come without documentation. Understanding the
source code would probably take more time than writing new code.

» Unfinished state; older RoadPlans are not completely finished and/or contain bugs. By
reducing the complexity of the system, errors in Rp2 are hopefully reduced.
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6.3 Implementation

Programming a tool as large as Roadplan v2.0 requires goad tools to begin with. Nowadays a
plethora of programming languages exist, each a specialist in a certain way. Well-known
languages are C, Java and Tcl. Why choose for a reatively unknowvn language like Python?
Reasons are plenty. The choice for Python will be explained here. A short introduction in the
language is provided in section B.1.1.

6.3.1 Not C++

C++ isa powerful language with reasonably good doject-orientation. However, C++ was never
intended to be a prototyping language. Besides inheriting nightmares from C, C++'s primary
concern is execution speed and memory usage. Artefacts like pointer reference and dereference,
clumsy notations for logical operators and loop constructions, tens of inconsistent brackets,
very simplistic primitives and code that is very hard to read are everything RAD (Rapid
Application Development) is not.

6.3.2 Not Java

Javais a platform independent, interpreted, object-oriented language, which is good. However,
it was presented as the successor of C++. Java in itself is not a very clear language. It is twice
as dow as Python. The usually mentioned strong points of Java for example in Intranet and
Internet solutions areirreevant here.

6.3.3 Not Tcl

Tcl, like Java (and Python) is an interpreted language. Tcl, like Java, is currently under
development at Sun. It is a RAD language with strong primitives, but, though Sun promotes it
as guch, it was never to be used as a language for large projects. Tcl has no dhta types other than
the string'®. A string is always a piece of Tcl code. Support for lists and C integration is
provided, but it does not support objects, modularity and real values (values are interpreted Tcl
code). These properties make Tcl a powerful language for fast development for small glue-like
applications but hopelesdy inefficient for larger projects.

6.3.4 Python

Python [lit. 11] is an interpreted, platform independent, objed-oriented language. Likein Tdl, it
isreatively easy to embed Python into C++ or integrate C++ into Python. It isa RAD language
with very strong primitives and weak typing. It comes with several standard libraries which
together with the core provide very flexible, yet powerful standard functionality like GUI, lists,
dictionaries, strings, unlimited integer precision, persistent databases, math, standard OS
functions, objeds (including dynamic, seledive multiple inheritance).

Python is pre-compiled into pre-compil ed Python code. This pre-compiled code is exeauted in
the (extendable, modifiable) C++ core. Standard primitives are integrated in the C++ core. This
makes Python faster than most interpreted languages.

Python is freeware. It can be modified, sold and used in products without any license. The
source code can be downloaded from the Internet without any extra sts.

Python syntax is very clear and straightforward. The tab character is used for block notation
which enhances code readability. Together with dojed and module support, a Python programs
needs never to become unreadable.

0 The latest release of Tdl is sipposed to useinternal datatypes other than string to enhance performance.
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Python typing is weak. This means that dedaration o variables is not needed, but assignments
to variables must be type consistent (floats, integers and unlimited integers are considered type
equal). Lists and dctionaries can contain any (different) type of items. Experience showed that
lack of variable declaration is not always wanted and sometimes even counter-productive.
Python could be extended to allow for non-committing variable declaration.

Python was developed by Guido van Rossum at the CWI in Amsterdam. Currently it is under
development by van Rosaum at the CNRI in Reston, USA. A Python compiler does not yet
exist. Thelanguage is however very suitable for compilation and progressis being made.

The Python community is very active and arganised in the PSA (Python Software Activity).
Several joint projeds are run by the PSA. On the WWW, the Python homepage can be found at
http://ww. pyt hon. org

6.3.5 Themodd

The model used for the data structure is a subset of the object model described in section 5.2.
Spedl factors, the Station class the Semaphore class guards and all areas have been left out.
The functional model presented in sedion 5.1 has been implemented. A GUI and file I/O have
been wrapped around it. The advancing rule had to be changed somewhat to allow for non
straight paths.

The spedd of a vehicle that is unhindered is always at maximum. The maximum speed is 1 per
unit of time and cannot be changed.

The time-loss estimation in the neighbour request field effed method cannot be implemented
becuse the bilateral conflict resolution methods are not suitable for al configurations of
vehicle paths and vehicle shapes.

Instead, it is implemented by finding the posshble time to collision ttc generated by the new
plan. We assume that no conflict existed ariginally between the vehicle and its neighbour. The
ttc therefor is subtracted from the lookahead time lat. This is an estimation of the importance of
the conflict: the lower ttc, the soorer the conflict will occur. Sooner conflicts are usually harder
to solve and are therefor more epensive.

Notice that this estimation only assgns positive costs to a plan; negative costs are not derived
and completely ignored.

The multivehicle co-ordination is not directly suited to be implemented by discrete time.
Situations can exist where new conflicts arise within one time interval. The multivehicle co-
ordination as presented in section 4.3 normally works continuously and does not have this
problem: new conflicts are handled with just alittle bit later so new conflicts are always solved
intime.

A workaround has been provided by the implementation of collision avoidance as an ‘ escape
level’. Collision avoidance is a very-short-term version o advancing. If two vehicles are about
to collide within one time interval, one or both is gopped. After the application of the usual
knowledge rules, collision avoidance is applied until no more immediate collisions are present.
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6.4 Evaluation

The maps used for the simulations are divided into three groups. implementation test maps,
maps with rectangular crossings of convoys and complex maps.

The implementation maps have been used to test the basic bilateral conflict resolution. All
tests perform fine in the current implementation of Rp2. No collisions occur and the results with
roundabout are better than those when using only advancing.

Map Situation
testra 2 vehicles cross under 90°
testra2 2 vehicles cross under sharp angle (ca. 45°)
testra3 2 vehicles cross under wide angle (ca. 135°)
t hreesquar es | 3vehicles driving on overlapping squares
vijfoprij 5 vehiclesin astream

Table 1: Implementation test maps

The convoy crossing maps have been used to test neighbour request and motion field on simple
situations. Both perform equally well here.

Map Situation Motion field Neighbour
request
strean2_2 2 vehicles from above and 2 from the + +
|eft cross under 90°
streanB_3 3 vehicles from above and 3 from the + +
|eft cross under 90°
streand_4 4 vehicles from above and 4 from the + +
|eft cross under 90°
streand_1 4 vehicles from the left and 1 from + +
above cross under 90°

Table 2: Mapswith right crossings of convoys

The complex situations are used to test more or less redlistic situations with a lot of vehicles
close together with many conflicting paths. Motion field does not perform well here, especially
the chaos map was done very bad. Neighbour request handles these situations well, but it
could be better.

Map Situation Mation field | Neighbour request
chaos 3 vehicles from above and 6 from the left -- -/+
cross in four streams under 90°
t hesis | Seefigure32 on page41l. ? -/+

Table 3: Complex simulation maps

We will now discuss one simulation example, thet hesi s map, into detail.

6.4.1 TheThessmap

The thesis map is the layout of figure 32 on page 41. It contains 10 vehicles. Both the
advancing and full roundabout rules have been used in the simulation. The vehicles are sized
|~ w=40" 20 sizeunits. The simulation settings are 120 time units for lookahead time, 16 for
the time interval grid (the simulation makes steps of 16 time units) and 200 distance units for
the neighbour range. The maximum speed of a vehicle corresponds to exactly one distance unit
per time unit. Size units equal distance units. The original layout is shown in figure 50.

- 68 -



Dynamic traffic control of free navigating automatic guided vehicles

Roadplan 2.0

Figure50: Smulation thesis map step 1

Roadplan ¥v2.00

Figure51: Smulation thesis map step 2
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Roadplan ¥v2.00

Figure52: Simulation thesis map step 6

Roadplan ¥v2.00

Figure53: Smulation thess map step 13
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Vehicles are numbered from 1 to 10 and notated by vi. Corflicts are natated by c;j which is the
conflict between vehicle v, andv;.

During the first step of the simulation two conflicts are resolved as can be seen in the screen
dump of step 2infigure51. Let us follow the dynamic traffic controller and see what it does.
Asis srownin figure 43 on page 54 the processing o the dynamic traffic controller starts with
the callision prediction. The collision prediction finds two conflicts: ¢, in 32 time units and Czs
in 96 time units. Because ¢, happens first, it is resolved first.

Advancing suggests two plans p; and p.. p; is the plan where v; waits, p, is the plan where v,
waits. Roundabout suggests one plan ps. These plans are now all evaluated for fidd eff ects by
the neighbour request method.

The neighbour set of v; consists of all vehicles except vy, v, (both in the conflict) and v, (too
far removed). The neighbour set of v, equals the neighbour set of v, in this case™. None of the
plans is modified by the neighbour request because none of the neighbours is influenced. The
cost of ps is estimated at 27 time units total, for p; and p, the cost is estimated at 80 total. This
coincides with the theory (allow for inaccuracies because of the large time step). ps is the best
plan and is exeated.

Css IS comparable with c¢,. Here too the roundabout plan wins.

Figure 52 shows the situation before the 6" step of the simulation. v, and v, are rotating onthe
roundabout. In the 13" step, shown in figure 53, we see two new conflict resolvements
displayed: c,4 and ¢;5.

Co4 iS a nice example of two gpposite vehicles crossing each aher by means of a minimal
roundabout. The incurred total time loss is only 4.7 time units, which is about 11% of a
vehicle' slength.

C17 is a somewhat unfortunate corflict. If in the previous conflict ¢, V> would have waited,
conflict ¢;7 would not have happened. The result is that the roundabout to resolve ¢, was, seen
from this point of view, superfluous. Thisis the price we pay for short-sightedness

" Thisis almost always true. To reduce the time needed for neighbour set generation the same set could perhaps be used for both
vehiclesin the conflict.
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Figure 54 shows the situation before the 18" step. Cy 10 IS resolved by advancing of vio. In the
simulation results we discuss why this is not the correct way to solve this conflict. A
roundabout should have been used.

This final picture shows to peculiarities. A rather strange conflict (due to a jump of v;) Ci4is
resolved by advancing. Due to rnumerical approximation, the roundabout of conflict ¢y,
apparently was nat large enough. A new, very small, roundabout has been placed at the end o
the first roundabout. This should not happen o course. Enlarging the roundabout radius would
solve the problem, but also lowers the accuracy of the simulation.

6.5 Simulation results

Running a number of simulations howed some expected and unexpected results. They are
discussed and explained here.

The neighbour request field effed solution, even in its primitive implementation form, is sound
and aitperforms the motion field solution. This is especially true in more complex situations
like in the cha os map. If mation field is used, the roundabout is used in situations where it
would severely hinder other vehicles. For example, in the chaos map, all corflicts are solved
by a roundabout which completely block the vehicles in the horizontal streams.

The simulations also showed that neighbour request always favours large streams over small
streams or single vehicles. This is because more vehicles are present in a large stream, so more
neighbours can complain.

The multivehicle co-ordination is not always reliable. This is mainly due to two reasons. First,
the discrete time allows new conflicts to arise without giving the co-ordination a chance to
solve the conflict. The multivehicle co-ordination makes no attempt to prevent new conflicts
from arising. Sometimes this can lead to conflicts which are within one time interval,
disallowing the implemented multivehicle co-ordinationto react.

Second, the rules in the system are not always applicable. Some configurations of vehicles
exist where no subset of advancing and full roundabout has an answer. Since advancing is
always possgble, thistels us an error has been made in the implementation of advancing.

In the previous ction, conflict ¢;; was an example of a conflict which was not solved by
advancing a ancther rule. Instead, it was lved by the ‘escape level’ collision avoidance. In
this case, performance was nat influenced by the use of collision avoidance. However, collision
avoidance is not free from mutual deadlock and situations can arise where collision avoidance
leads to mutual deadlock.

If the traffic control uses collision avoidance to solve a conflict and this conflict clearly
existed for a while, it indicates that something went wrong during the evaluation of the
knowledge rules. This can be used to find errors in the implementation o concept.

Experience showed that mutual deadlock is a serious danger. Bilateral conflict resolution
methods must be free of mutual deadlock as was explained in section 3.3. The help o
resolution methods is called for every time a conflict exists. Even a dlight chance of mutual
deadlock appears to result in frequent deadlock behaviour.

Mutual deadlock can occur because of conceptual or implementation errors. An earlier
implementation o advancing was erroneous and dften resulted in mutual deadlock. It has been
replaced by a version which is not always but mostly free of mutual deadlock*2

2 Guaranteeing deadlock freeness in the current implementation would be too expensive in Python and would sow down the
smulation unrecessarily. In appendix B.1.3.4 it is explained why. The implementation of advancing is discussed heretoo.

-72-



Dynamic traffic control of free navigating automatic guided vehicles

Reduction o normal, cyclic deadlock between more than two vehicles is not feasible without a
knowledge rule like autonomous deviation. The set of roundabout and advancing certainly is
not enough to improve this. Autonamous deviation should be the next rule to implement so the
simulation can show the complete, intended behaviour of the dynamic traffic controller.

Timeis smulated in steps. Surprisingly the step size is rather unimportant and can easily be as
large as half of the vehicles' length without major effed on the simulation results. A good
exampleis the thesis map which was presented in section 6.4.1.

The relative unimportance of the size of the time intervals can be eplained by the knowledge
rules which create plans on terms equivalent to several vehicles' lengths.

In dder implementations, nat all rules could evaluate for the maximum lookahead time in a
simulation run. This resulted in rules which were less often used than possible. It is explained
by the way in which conflict resolutions are chosen.

As 0n as a @nflict is naticed, the best proposed plan is €leded and the corflict is resolved.
Usually a corflict is first naticed at the maximum lookahead time. If a rule cannot propose a
plan for that lookahead time, it cannot be selected. As a result, the rule is chosen much less
often than would be possble.

The development for general knowledge rules for multiple vehicles is not easy. This is caused
by the ladk of powerful primitives. Conceptual simple epressions like 'behind' or 'free space
are nat present in asimple form.

More complex situations are nat easy to test. Deadlock can occur easily in these situations.
Since there is no deadlock resolving present in the simulation toal, the simulation results would
be meaningless

This can be solved be either introducing the deviation rule or a deadlock resolvement strategy.
Introducing deviation seams the natural choice for the moment because it fits the dynamic
traffic control better and does not need a path planner to gperate.

The simulation is aufficiently fast to suggest that a real-time implementation is feasible. In the
current implementation the only real optimisations are the * maximum range scanning only’ if a
previous collision prediction dd not find any possble collisions within the lookahead time and
restricting collision checks to vehicles within neighbour range.

The algorithm of callision prediction could probably be improved a lot. Currently, the
position and aientation o vehicles are predicted and checked for collision. In [lit. 1-8] methods
are given to derive collision areas from crossng paths. However, these are not suited for
dynamic traffic control without some modification.

Overall, the approach is successul in reducing time-losses, though some situations gill exist
where the result could be better. The applicability of rules $ould be extended to general path-
shapes. It is expected that more profit can be gained by improving the field eff ect methods and
multivehicle co-ordination than by improving crossing methods. Introducing autonomous
deviation probably will also boost performance.
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7 Conclusions

This final chapter presents the conclusions of this research and recommendations for further
research. A dynamic traffic controller based on knowledge rules and on-line rule evaluation was
presented.

The traffic controller has been inspeded from several views. On the qualitative side the
functional and dojed model of the architecture were produced. On the quantitative side several
optimisation algarithms operating on dfferent scopes were introduced and shown to make
sense.

The viability of the system has been proven by the construction o a simulation todl. It was
shown that the dynamic traffic controll er presented in this thesis offers high performance, goad
robustness to failures and errors and scalability for the cost of a higher system- and
computational complexity. It was also demonstrated that implementation in a real-time
environment is likely to be possble by using an anytime approach.

The dynamic traffic control offers increased performance in multiple areas. time-loss energy
use, throughput and better use of available space. Because the architecture of the dynamic
traffic controller is based on a knowledge base with cost function, rules can be added easily
which enhance performance of any kind o cost parameter.

To minimise the average time-loss induced by crosdng corflicts on a local scale, several
bilateral conflict resolution methods have been presented. The three most important ones are
blocking (used in static traffic control), advancing and full roundabout. Well-defined
mathematical backgrounds and expressions for the average time-loss have been derived for
these methods.

Several other concepts, shrunken roundabout, advancing roundabout, swirl and single-sided
deviation, were shortly discussed. These methods are not provided with complete background
or expressions for average time-loss

The three important methods were compared to each aher. Depending on the angle of
intersection, either advancing (for sharp angles or long vehicles) or full roundabout (for straight
or wide angles or short vehicles) is the best resolution method with the small est average time-
loss Blocking is always outperformed.

Dynamic traffic control allows a combination d rules to be eploited. The combination of
advancing and full roundabout can establish a reduction of the average time-loss compared to
blocking-only, of 80%. This result is not uncommon and peak performance even indicated a
99.7% improvement.

Bilateral conflict resolutions must not introduce a chance of mutual deadlock. Resolution
methods with inherent mutual deadlock states must be improved so that these states are
impossible to reach. Simulation showed that mutual deadlock occurs frequently if it is not dealt
with properly.

Smart conflict resolution methods like advancing and roundabout should be accompanied by a
godd field effed solution heuristic. This heuristic co-ordinates the use of plans on alarger scale
than the rules can manage, but nat on a completely global scale. Instead, ardatively small area
called the neighbourhoad o the vehicles in conflict isinspeded.

Two ways to estimate the field effed were presented. The motion field analysis compares the
average ‘presaure by other vehicles on a conflict with the resulting motion vedor of a plan to
solve the conflict. Difficulties with this method are the determination o the resulting motion
vedor of a plan andfinding a suitable relation between dff erence of the vectors and the cost.
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The neighbour request algorithm estimates the field effect by evaluating suggested plans for
neighbours of the conflicting vehicles. A difficulty with this approach is the estimation of the
cost of an isolated conflict between a neighbour and one of the vehicles in the investigated
conflict.

A somewhat different approach had to be used to implement the algorithm into the simulation
tool. This approach estimates the cost by assuming no conflicting exist with neighbours and
than asggning a cost to any new conflict. This cost islarger if the conflicts appears sooner.

Simulation showed that the neighbour request algorithm is better than the motion field
algorithm, even with its sub-optimal implementation.

The crossing d streams is closely related to bilateral conflict resolution and field effed
analysis. It can be seen as awel-defined neighbourhood for a corflict.

Three methods were presented: batch, carousel and twist. Batch is closely related to
advancing. Carousd is closdy related to full roundabout. Twist is a wmbination o batch and
carousdl. For these three methods expressons for the average delay per vehicle have been
derived.

As with bilateral conflict resolution methods, these three methods were compared to each
other. Depending onthe angle of intersection, one of the three methods performs best. For sharp
angles or large batches, batching is the best method. For straight angles and short vehicles, the
twist is the best method. For wide angles or long vehicles, carousdl is the best option.

If multiple vehicles are present in a system, multiple conflicts can occur at the same time.
Conflicts can be related to conflicts or conflict resolutions. A multivehicle co-ordination is
needed to solvethis problem.

A multivehicle co-ordination which isolates the erliest conflicts and solves these was
presented.

The multivehicle co-ordination method had to be changed a little bit to alow for an
implementation in discrete time. An ‘escape level’ was added by means of a check for
collisions after the isolated conflicts have been solved. This escape level is needed, because the
discrete time intervals make it possble for new conflicts to arise within one time interval. Such
conflicts are nat spotted in time by the regular algorithm.

Simulation showed that the presented approach usually works fine.

However, the multivehicle co-ordination could certainly be improved. Theory about
multivehicle co-ordination can be found in [lit. 18]. The presented approach can also be found
there (discussed very briefly and in a somewhat different form). Other criteria ae given to
optimise the order in which conflicts are solved.

Fidd effect and multivehicle co-ordination heuristics are na restricted to dynamic traffic
control. They can also be used in static control systems and, more difficult, in full autonomy
systems.

Field effed analysis in a static controller takes the form of a general priority mechanism
which gives priority to gotions which disturb the neighbourhoad the least. In a full autonomy
system it would mean a reduction o autonomy, also called ‘favours’ in literature [lit. 18], and
involve alot of communication because the vehicles much negotiate the favour.

Multivehicle co-ordination is applicable in any system where conflicts are present. The order
in which conflicts are resolved may have much influence on the performance of the entire
system.

Both heuristics can increase the efficiency of any system if chosen well.

The architedure of the dynamic traffic control presented in this thesis was given. It contains
four sub-systems: collision prediction, multivehicle co-ordination, a knowledge base holding
the conflict resolution methods and field effed analysis.

An dojed and functional model of the dynamic traffic control were presented. The objed
model described the data structures in the system. The functional modd describes the
communication between the different sub-systems.
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Derived from the object model, the function model and the domain knowledge, an algorithm is
given which implements the high-end o the dynamic traffic contral.

With this algorithm, the computational complexity of the dynamic traffic control is
determined. It is much larger than the complexity of a static semaphore or full autonamy

approach with a complexity of O(n3) with n the number of vehicles. The dominating factor in

the computational complexity isthefield effed analysis.

The several sub-areas in the dynamic traffic controller are easy to paralleise which may allow
implementation on cheap multi-processor or transputer systems. A parall elised algorithm for the
dynamic traffic control was given.

The dynamic traffic control as presented here has been implemented in a simulation toal. This
simulationtool shows that the ideas also work in practice (with afew minor modifications).

All conflicts must be resolved eventually. To guarantee this, there must always be a subset of
knowledge rules in the system which can provide safe conflict resolutions for any possble
configuration.

The neighbour request field effed analysis method performed better than motion field in the
simulations. The implemented neighbour request is a primitive form of the method presented in
this thesis.

The simulation tool was sufficiently fast in an interpreted language (Python) to suggest that a
real-time controller in for example C++ isfeasible.

7.1 Recommendations

A dynamic traffic control is well scalable and can adjust to all kinds of situations, both expeded
or unexpected. Adding o removing new vehicles or changes in the factory layout are possble
during run-time. Problem areas are avoided automatically.

Automatic and robust avoidance of problems is not very pronunciated now. It can be
strengthened by adding autonomous deviation to the system. The autonomous deviation rule
should therefor be researched more thoroughly.

Theinfluence of different vehicle spealsis as of yet not investigated. Diff erent vehicle speeds
occur frequently in real systems, just imagine an unloaded AGV and an AGV carrying 20 tors.

The effea of vehicle shapes or coupled vehicles sould be researched. This would allow
different kinds of vehicles or tightly co-operating vehicles which together are bigger, faster or
stronger.

To provide a reliable implementation, rules should be etended to gperate on non-straight
paths also.

Currently, the best field eff ect method available is neighbour request. The implemented version
is smplified, which lowers its performance. It is suggested that a better implementation using
blocking o advancing as cost estimation is made.

The convoy effed should be avoided. It leads to lower throughput. Unfortunately the convoy
effed is a sdf-amplifying effed. The flow control must enforce spreading. Functionality of the
factory should refled this. Unfortunately, spreading o vehicles can also lead to unexpected
delays which ultimately can lead to a worse performance than without it.

The multivehicle co-ordination heuristic can probably be improved by using better estimations
of the best order to solve the corflicts. In[lit. 18] several methods are discussed.

Normal multivehicle deadlock prevention algorithms [lit. 8] that are based on fixed paths will
not work well without modification. What modifications are needed is as of yet unknown.

Because the (local) paths of vehicles change quite often in a dynamic traffic control, deadlock
prevention algorithms based on regular recal culation should be very fast.
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Deadlock detection and prevention when using dynamic traffic control must be researched.
Together with autonomous deviation, a path planner and flow control, it can be added to the
simulation tool. Thiswill allow more reliable and realistic tests.

The simulation tool contains some bugs which need to be removed (advancing not always
produces correct plans). The tracing of rule decisions in the simulation tool is not always very
clear. This should be improved.
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Appendix A - Proofsand derivations

A.1 Roundabout

A.1.1 Time-lossand correctness full roundabout

Lemma 1 (phase difference ¢ equals angle of intersection a):
¢=a
Proof:

By definition, both vehicles intersect at an angle a and deviate an equal angle 3 corresponding
to the tangent to the roundabout. Also by definition, the vehicles must rotate in the same
direction over the roundabout. This implies that the vehicles approach the roundabout under the
same angle of intersection.

Again, by definition, the new paths of both vehicles must be equally long. This implies that
both vehicles enter the roundabout at exactly the same moment under the angle of intersection,
thus

¢=a
O

Lemma 2 (relation angle of intersection a and radius R):

R= ' (circular vehicles with radiusr)
sin
020

Wl ot E (rectangular vehicles of size | xw)
2 2 [2C

Proof:

Figure55: Configuration of circular vehicles
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In figure 55 the configuration of circular vehicles on the roundabout is setched. From this
figure we immediately derive

r

sinél%@

R=

For rectangular vehicles the configuration on the roundabout is drawn in figure 56. From this
figure we derive

e 2

2 -W

R0 R-W,

0

R=Y4 ! cot- E(see footnote®)
2 2 [2C
wi2 R M
a
_____________ R
Figure56: Configuration of rectangular vehicles
O

Definition 3 (average arrival distance):
q= d, +d,

Lemma 4 (displacement of centre):
d,-d
f=%2 "% oo E
2 02LC

Proof:
This follows directly from figure 57. The roundabout paths are by definition symmetrical. This

means each straight path can be written down as d;, d, —d,, d; asis done in the figure. The
point p on the orthoganal from midway of the new path to the centre of the roundabout exactly
dividesthe length d, —d, in two becausethislineis also arthogonal to the old path.

O

cos
cot=—
sin

13
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Figure57: Construction of roundabout

Lemma 5 (length e):

Proof:
Use Pythagoras in figure 18.
O

From figure 57 we also see that y=arcsinEBEand o :arcsinEf—EandB =y-9.
e e

Thus

B=arcsinBBH—arcsian—E

Oe O teLlC

Thetotal path length of the roundabout, defined as 21 + 23R then becomes

|path| = 21 + 28R

|path]| = 2Ve® -R? + Z%rcsinBBH—arcsian—
Oe O fe
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Sincethe original path had length 2d and the paths are symmetrical, the average loss of timeis

T roundabout Zg\' - R? +arCS|nQ——— arcsmgeig— d= B >0

A.1.2 Shrunken roundabout
Lemma 6 (shrunken roundabout):

A e 2 2 2 2
¢=a- arcsneR &y aregnZR 9 \/dz -R?- \/d1 "R

19 dzﬂ R

Proof:

Figure 58: Construction shrunken roundabout

In figure 58 the construction of the shrunken roundabout is displayed. Using this graphic we
define and derive ¢. Weassume d, £d

From the graph we see

5
B, =arcsing—x
19
&R 0
B, =arcsin E;
dzﬂ

t, =4/d? - R?

t, =4d7 - R?

ti isthelength of the tangent from the start position to the roundabout of vehiclevi. As usua S
is the deviation from the original path. Because d, £ d, wehave t, £t,. Wederive
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thearc v; can drive on the roundabout before v, enters.
In the picture we see

j =a +(b2 —b1)+g

2 _p2_ [412 _p2
j =a —arcsi%%arcsirﬂR %\/dz R \/dl R
1 EQZ R

A.1.3 Advancing roundabout
Table 4 shows the results of a numerical approximation of the advancing roundabout using

O

circular vehicles and angle of intersection a = 5 Therelative arrival distance is assumed to be

zero. Both vehicles haveradius r. The distances to the eicentre are expressed in r. The value of
the optimum for R and the average time-lossare also expressed in r. For d; and d, larger than 3r

the results indicate that the optimum R equals V2 . Sincethis is the usual configuration of afull

roundabout for circular vehiclesat ange a = % , these are not displayed.

The results were obtained by using a small custom-made program optavr. It is a small C
program. The source code is avail able on the floppy disk that goes with this thesis report.

d, and d, optimum R averagetime-loss
1.414214 1.008 1.4197
15 112 1.2405
1.75 1.156 1.0964
2.0 1.202 0.9841
2.25 1.252 0.8916
25 1.302 0.8126
2.75 1.362 0.7428
3 1.414215 0.6800

Table4: Results of advancing roundabout
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A.2 Time-lossand correctness blocking

A.2.1 Rectangular vehicles

Figure59: Construction blocking

In figure 59 we see a typical blocking situation with a sharp ange of intersection. In the
magnified area we see a more &act picture. The waiting vehicle has to wait IE before the

critical area.

d is the distance from the border of the critical area to the gicentre. Both parts of the critical
area are symmetrical. For d we derive

Wsinﬁma
_ o 2 O_ w(1+cosa)

d= ,
23intH 2sina
020

So the average time-lossbecomes

. :I_+w(1+cosa) aD@) o
o "2 2sing 2B

For a >g the triangle and thus the angle %becoma invalid and we must use m—a which

gives

WSintH

d= 020 _ wsina

- 2sin E—a H_ 2(1+ cosa)
02 0
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Soin total the average time-loss becomes

Ol , WL+ cosar) a0 e
B 2sna EJ"ZE
Toiook = L wsina Oor
+—F s, a7
B 20+cosa)” B27E
U
o w mC
- _HE —cotEEHaDEJ EE
OCi I W D.[ |:
D—+—tanEEHaD
2 %"
O

A.2.2 Circular vehicles

The proof for average blocking time-loss of circular vehicles is exactly equal to that of average
blocking time-loss of rectangular vehiclesif for wand I, 2r is substituted.

A.3 Timelossand correctnessadvancing

A.3.1 Circular vehicles

Assume the coallision area in the configuration diagram of advancing is dlipsoid. It is centred
around (S1,5,)=(0,0).

St
Figure 60: Configuration diagram

Figure 61: Width axis
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From figure 60 and figure 61 we derive the width axis
r/2

o

From this configuration point p and onward, the vehicles can both drive at topspeed without
colliding. In the graph this can easily be seen because the edge of the collision area is more

steepthan s, =S, .

W=

In point p we have (derived from the figures above)

e

and

r

cost 0
020

S, =

Which means that the average loss equals

t advancing =

r
cost 0
020

A.3.2 Rectangular vehicles

Figure 62: Advancing with rectangular vehicles
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Using figure 62 and the proof of blocking for rectangular vehicles, we see that v, can advance
up to the state depicted in the figure. From then on, it can continue driving at maximum speed.

In the depicted state we find

. a0
smg§+
X:_x;"

. &8T- a0
sin¢ =
2 g

andthus for the distance d of v; to the goicentre

. o0
smg§+
W, eco
. JFT-a0
sin¢ =
2 g
b
d=|—+—><ta aelg
2 2 e2g
O

A3.21 Advancing equals blocking

i Figure 63: Advancing eguals blocking

This can easily be seen in figure 63 which shows the advancing and blocking configuration
with a wide angle of intersection. v, must wait until v; has completely left the critical area
beforeit can start to move. Otherwise it will either hit or block the other vehicle.

O
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Appendix B - Manuals

B.1 Programmer’s manual to Roadplan v2.0

This programmer’s manual is meant for programmers who want to work on Roadplan v2.0. It
contains a number of guidelines and explanations of the source code. It also contains ome
Python [lit. 10] code examples. If you do na know how to work with Roadplan 2.0, please
read the user manual in appendix B.2 first.

Roadplan v2.0 is written in Python 1.4 using Tk 4.2. To run the program, a computer with
Python/Tkinter installed is needed. A good ASCII editor with auto-indent is a pre. First a short
introduction to Pythonis given.

B.1.1 Python introductory course

Python code is line-based, meaning that a newline is the end of a statement. Parameters for a
function call are not line-based and can be on several lines of code. Several character have
special meaning. ‘# characters are used to declare that the rest of the line is comment. Tab and
‘" characters are used to denote functional blocks or scopes as can be seen in the example
below. Names are strings of alphanumerical characters and underscores. Names in between
double underscores are special system names. Python is case-sensitive.

Python programs exists of one or more modules. One modue can use functions from other
modules by dedaring the module with an i nport or from <nodul e> i nport
<i t ens> statement like in Modula-2.

A module can define variables, functions and classes. A variable is defined by assgning a value
to it. Once a value has been asggned to a variable it cannot be assgned a value of a different
type. This is called weak typing. Functions are defined using the def statement. Classs are
defined using theclas s statement. For example:

defa dd(a, b):
returna +b

or

cl assf rog:
def _init_ (self,color):
sel f. col or=col or

defl eap(self):
print“ Junpa round!”

Ascan beseeninthisexample, r et ur n isused to let a function o method return a value. This
can be any value of any type legal in Python (will be discussed shortly). Methods are defined
like functions, but are part of a dassdefinition. Parameters are declared after the function rame
between brackets. The first parameter of methods must always be self . self is the
identification of the calling dbject instantiation. The special method __init__ is the class
constructor. Variables that are assgned using sel f inamethod o a classautomatically belong
toit.
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Python has a number of build-in types. Numerical types are integers (default), floats and
unlimited precision integers (not used in Rp2). Numerical types can be used intermingled and
integers are automatically converted to floats if an operation uses both. Strings are contained in
single or double-quotes and must be ended by the same character they were opened with. Set
and set related types are tuple, list and dictionary. A list can contain any Python value and all
types can be present in one list. This is also true for tuples and dictionaries. A dictionary is a
non-ordered set with values that can be retrieved by key. A special typeless valueis None.

Examples of assignments:

a=1 # integer

a=1.5 # fl oat

a=' 123’ # string

a=(1,2,3) # tuple

a=[1, 2, 3] # |ist

a={'1:1,’2":2,"3 :3} # dictionary:k ey( string),v alue
a=None # specialt ypelessv al ue

Several standard modules are provided, like Tkinter for GUI facilities. File I/O is not a build-in
type, but is supported in a sandard module which is always loaded.

Variables, functions and methods are called by their names if in the current scope or are
preceded by their location if not in the current scope. Class methods and variables are never in
the current scope and must be preceded by sel f or by the instance name.

Enumerations over lists are very straight forward, for example:
forp ersoni ncity:
printp erson.naam

B.1.2 Programming model
To program Roadplan v2.0 several assumptions had to be made.

The most important assumption is that time is simulated by discrete points separated by fixed
intervals. This leads to inaccuracies and incompatibilities. For example, the multivehicle co-
ordination is not designed for discrete time but continuous time. Some workaround must be
programmed to solvethis.

Another important aspect is the fact that advancing and roundabout only work for straight
paths. However, by combining roundabout and advancing and providing curved paths,
situations could arise where arule must be applied but the theory is not yet capable to solveit.

Two parameters of the simulation model are for handling time: loo kahead and gri d.
lo okahead is the time which the simulation looks ahead to predict collisions and solve
problems. gri d isthefixed interval between discrete pointsin time.

A third parameter r ange isused as field range for the neighbourhood.

Speed is binary: a vehicle is stopped or driving at full speed. Using speed complicates the
program unnecessarily. The discrete approach of time emulates speed if the step size is small
enough. Most data structures where speed could be used are programmed to hold speed
attributes, but they are simply not used.
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B.1.3 Sourcestructure

Roadplan v2.0 is build using the functional and object model presented in chapter 5 in Python
modules. Each object is contained in a single Python module. Most modules contain one object
or one distinct functional part of the program. In table 5 each module is named and explained
shortly. The modules in the available source code which are not mentioned here are not
supported anymore (ellips, planpath, several test modules).

advanci ng The advancing rule.

ar ea Basic area class.

avoi dance A ruleto avoid imminent collisions.
circle Definition of acircle.

circvehicle The circular vehicle

col check Several collision prediction algorithms.
col di ag Callision diagram generation.
conpoundsegnent Definition of compound segment.
curvesegnent Definition of curved segments.

dr aw Draw items to be used in drawings.

dr awnman Draw manager object. Provides zooming and scrolling.
dr awmat h Some numeric manipulation functions.
execpat h Definition of executable path.
flexfile Provides easy file I/O for MS-DOS and UNIX.
freearea Thefree area class.

gui t ool s Several GUI extensions.

map Definition of the map class.
notionfield The motion field method.

mul tiedit Compound item editor.

nei ghbours The neighbour request method.

occpar ea The occupied area class.

overl ap Overlap of items test function.

pi |l ot path Definition of path-planner generated paths.
pol ygon Definition of a polygon.

position Definition of a 2-dimensional position.
pref ar ea The preferred area class.

r asegnent Roundabout segment.

rectangl e Definition of a rectangle.
rectvehicle The rectangular vehicle.

r egman Registration manager to manage classes.
resol ve The multivehicle co-ordination.
resvarea The reserved area class.

r oundabout The roundabout rule.

rp2 Roadplan 2 start-up module.

rp2sys Simulation step.

rule Basic rule class definition.

segment Basic (straight) segment class definition.
settings Simulation settings.

shape Basic shape definition.

shar edf unc Some general shared functions.

vehicl e Basic vehicle definition.

wai t segnent Definition of the wait-segment.

Wi nman The window manager. Roadplan main module.

Table5: Roadplan 2 modules
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B.1.3.1 Sart-up and registration
r p2 isthe start-up module. Roadplan V2.0 is garted by

python rp2. py

The start-up module loads all wanted classes when run to initialise the registration manager
(r egman). The registration manager holds load and creation methods of each classthat can be
created o loaded by the user. Each class must dedare that it wants to be added to the
registration manager (see below). Registration managers are created for all constructors (called
constructors), al loaders (called | oader s) and several functionally identical classs,
likeall different types of vehicles (called vehi cl es).

if not name__ =="_ main_":

# startup sequence
regman. construct ors. Add(Vehi cle. __nane__, Vehicl e)
regman. | oaders. Add(Vehicle. _nanme__, | oad)
regman. vehi cl es. Add( Vehi cl e. __nanme__, Vehicl e)

This piece of example demonstrates how to code a startup sequence in a module which registers
the vehicle class

B.1.3.2 Thewindow manager (GUI)

Inwi nman. py the main window and menus are programmed. This is done using Tkinter. The
module also provides basic 1/0 co-ordination like load, save and merge and on-screen display.
All functions are defined as methods of the class W nMan. In method Si mul at eDo the
simulationstep inr p2sys is caled. This is the function Syst emvbve which neals the map
and the simulation settings as input.

W nMan works close together with the graphics display module dr aw and the classes
Dr awivan and Map.

If aMap x is saved in the window manager, afile named x. map. setti ngs issaved as well.
This snall file halds the current settings corresponding to the map. Next time the map is
opened, the settings are automaticall y reloaded.

If Rp2is quitted by using the Quit menu item, Rp2 asks if the currently used map neels to be
saved. If positive, the map will be reloaded automatically on start-up during the next session.
Thisinformation is gored in the file rp2.ini which must be in the current diredory. If it cannot
be found, an empty map is used.

B.1.3.3 The simulation code

Syst emMbve finds al possble collisions by caling PredictCollisions in the
col check module. A dirty bit is used to reduce the scanning to the most distant time step if
possble Predi ct Col | i si ons returns alist of tuples (ttc,vy,s,,V»,S,) Where ttc is the time to
collision, v isvehiclei, ands isthe off set of vehiclei in the map.

The erliest collision is resolved and all other collisions that are related to it are removed from
the collision list. Thisis done until no more collisions arein thelist.
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Callision avoidance is applied until no more imminent collisions exist. Collision avoidance
looks ahead only one simulation step and determines which vehicle must be stopped to prevent
an imminent collision. An imminent collision is a collision which would occur in the next
simulation step. The callision avoidance is nealed because time is Smulated in steps and the
multivehicle co-ordination strategy does not guarantee that all possble collisions are resolved
in one step.

B.1.3.4  Implementation of advancing

To prevent the implementation from using the collision avoidance very often, the advancing
was extended beyond the theory presented in this thesis.

It has been made suitable for any-shape paths. This was done by finding a collision free
trajedory in the collision diagram. It was assumed that the collision area forms a convex shape
in the collision dagram.

To find the advancing trajectory, the algorithm tries combinations (s;,S,)=(time to collision -
grid,t) and increases t until the combination does not give a collision anymore. This gives the
time period which the second vehicle has to wait until it can advance. Note that a new conflict
may appear immediately after this advance step. The advancing resolution is then executed

again.

To prevent the rule from entering mutual deadlock areas, an addition to the algorithm was
made. The mutual deadlock preventionis not guaranteed and can make erors. This was done to
simplify the prevention test, thereby greatly improving its execution speed. It is assumed that
vehicles are rectangular.

All states (s;,5,)=(ttc - nigrid ... ttc + nigrid, ttc - nigrid) are tested for collision. Starting at
n=1 (n=0 is the actual corflict) we work backwards to the current states of the vehicles. The
minimal n for which no collisions are found in the given interval determines the place where v,
should wait to avoid mutual deadlock. This dould be the state where the collision area has
reached its minimum at (s;,S;)=( ttc + nigrid, ttc - nigrid).

Clearly, if local minima or strange ‘drops’ exist in the collision area, the algorithm does not
performwell.

B.1.3.5 Theoverlap test functions

The Over | ap function in module over | ap used to check for collisions is divided in four
parts.

Thetest for circle with circle overlap tests if the distance from centre to centreis larger than the
sum of the radius of the circles.

The test for polygon with circle converts the circle to a horizontal line (distance to centre of
circle) and the edges of the paygon to paraboles relative to the circle (also distance to the
centre of the circle). The parabole may na cut or be below the horizontal line.

Polygon with palygon overlap test is dore by testing each line against each line in the other
polygon. For rectangle vehicles the very fast Cohen-Sutherland algorithm [lit. 13] has been
implemented.

Known problems are the inability of the polygon-polygon and polygon-circle overlap tests to
find completely enclosed dbjects in the polygon. However, these situations are rare and posed
no problems during simulations.

Some of the most important classes will now be explained.
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B.1.3.6 Map

Map is the programmed site layout class It inherits from Fr eeAr ea and hes four new
attributes: ar eas, vehi cl es, pat hs andr ul es. All arelists and contain the objects in the
system. Thefirst three are physical objeds in the system and thus also contain position off sets.

Map provides the main storage of the layout. On the other hand it also provides most of the
GUI. Roadplan v2.0 can handle one Map at atime. This sngle Map is displayed on a Dr awivan
in the main screen. Map sees to it that its display can be manipulated in an interactive way by
providing mouse event triggers linked to the displayed dbjeds and the actual stored dbjects.

B.1.3.7 Vehicle

Vehi cl e implements the basic vehicle class A Vehi cl e has two plans: the original planin
pl anpat h, which is a Pi | ot Pat h, and the eeaitable plan in execpat h, which is an
ExecPat h.

Prediction o the future state of a vehicle is dore with method pl anat (sel f, f): Vehi cl e.
f isafraction d the total exeautable path’s length. The method returns a Vehi cl e with all
important attributes fill ed.

Performing a move is dore with method dr i ve(sel f, spd) . spd isthe number of steps the
vehicle may movein its executabl e path.

B.1.3.8 Path

Roadplan v2.0 has two kinds of paths: Pi | ot Pat h and ExecPat h. Thefirst does not contain
any temporal information. The second does contain this kind o information (though it is not
used in the current version) and can contain wait periods.

Both have methods to find drection and position on a certain fraction d the path,
at (sel f,f): Positionandangl eat (sel f,f):float.

B.1.3.9 Postions and offsets
Paositions and dffsets are not known by the objects themselves. The objed hading them assgns
meaningful semantics to a position o offset and should therefor also provide the position o
offset. For example, the Map class positions vehicles inside it. A vehicle does not know this,
but it does know its off set relative to its gart.

B.1.3.10 Filel/O

Each class must take care of its own file in- and autput. Each class defines a method
.save(self,f) whee f is the file to write to. Loading is dore by a registered
| oad(f): obj ect function. Part of thefile /O can be passed on to contained dojeds.

Output to and input from the file is done with module f | exfi | e which implements a class
fl exfile. Thisclasscanread andwrite MS-DOS and UNIX ASCII formats.

The file output must begin with the name of the class This name is used by classes higher in
the load hierarchy to passparts of the load procedureto aher classes.
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For exampletheload function and save method of re ct angle .

defl oad(f):
# format=c lassname<nl>| ength<nl> width<nl>
# orientation<nl>

I=f.readline()

w=f . readl i ne()

n=Rect angl e(|, w)

returnn

defs ave(sel f,f):
# format=c lassname<nl>| ength<nl> width<nl>
f.witelines(self. class . name__,self.length,self.w dth)

B.1.3.11 Screen display

Screen display, likefile I/O, is handled by each object itself or passed on to lower level objects.
The object constructs a dr awi ng or pai nt i ng or returns a draw primitive from its method
di splay(sel f,scr,at) . A drawi ng or paintin g consists of a number of draw
primitives. A pai nti ng has interactive facilities while adr awi ng has not. Once constructed
adraw ng or pai nti ng can be displayed on a Tk canvas (or Dr awivan in Rp2). These
classes can be found in the module draw .

B.1.3.12 Other GUI tools

The module gui t ool s holds extensions to the Tkinter GUI classes. gui t ools defines
window, frane, | abel, button, entry, check, radio, li stbox, sel ection,
hold , accept, | ooseaccept and re quest. These are all explained well in the source
code.

B.2 User manual to Roadplan v2.0

Roadplan v2.0 can be used to simulate a dynamic traffic controller. It is an experimental toal.
Starting Roadplan v2.0 is done by

pythonr p2.py

Any number of vehicles can be placed in the map and be given a path to follow. Two
knowledge rules can be switched on or off: advancing and full roundabout. The field effect
resolvement method used is neighbour request.

Circular and rectangular vehicles are well supported, other shapes such as free-shape polygons
or ellipses cannot always be used because the theory is not available to handle them properly.
Avoid their use.

Areas can be drawn in the map, but are completely ignored otherwise. The same goes for
pilotpaths not related to vehicles.

When started Rp2 opens the main window. The main window shows a map view and holds the
pull-down menus in the upper bar. The map view can be manipulated with the zoom scale and
the two scroller bars next to it.

There are five menus: Fi |l e, Edi t, Si nul at e, Test and Hel p. The Help menu has not
been implemented yet.
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The Fi | e menu has five items. New (start with empty map), Open (load from file), Save
(save to file, but only persistent information), Mer ge (merge map from file into current map)
and Qui t (quit Rp2).

If you quit Rp2 you will be asked to save the current map. If you do so it will be reloaded
automatically next time you start Rp2.

When amap is saved, a settings fil e containing the current simulation settings is also saved. It
is loaded automatically when the map is loaded.

The Edi t menu has one item, Show, and two submenus: Add and Del et e. Click Show to
redraw and update the map. Add and Del et e both have four items: Ar ea, Vehi cl e, Pat h
and Rul e which add ar delete an dbjed of that type.

The Si mul at e menu has fiveitems: St art, St ep, St op, Reset andSettings. Start
starts the simulation, St ep does one simulation step, St op stops it and Reset resets the
vehicles and their paths to the original state. With Setti ngs you can change the settings
needed in the simulation. These are | at, gri d and r ange respectively for the lookahead
time, the time finenessgrid and the neighbour range. The lookahead time is the time in which
collisions are predicted. The time finenessgrid represents the time interval of simulation steps.
Therangeis the neighbourhoad range r+.

TheTest menu hastwo items Over | ap and Di agr am Use Over | ap to test if two dojeds
are overlapped™. Use Di agr amto generate a collision dagram of two vehicles.

During a simulation run, a simulation step will start by printing the number of the iteration.
Next, all predicted collisions and their time to collision are printed. Then, one is chosen and the
added knowledge rules evaluate and present their plans. Their cost is modified by the neighbour
request field effed method. The best rule is ®leded and exeaited. At the end o each
simulation step the map view is updated. Executable vehicle paths are shown in blue while
original plans are displayed in black. Red dots represent waiting times. Vehicles ping-pong
along their route. When the end is reached the finish time is displayed and the vehicle starts
over with the original path.

All items on the map view can be seleaded by moving the mouse pointer over them. The
seleded item turns red. Dragging is performed by holding the left mouse button®® while
dragging. Reease the button to stop dragging. Editing an dojed is dore by double-clicking with
the left mouse button onthe seeded item. Right clicking once in the map view performs a view
update, likethe Edi t Show menu item.

Editing an item can always be cancell ed by either clicking the Cancel button a by destroying
the edit window. Some items open an interactive window to draw in. The same buttons work
here in the same way. Sometimes the view is not centred right; scroll around a bit to solvethis.

Note that the mouse buttons also work during a simulation run. However, view updates can be
very slow during a simulation run.

When a vehicle is created the shape is undetermined. When editing the shape you will first be
asked to select one of four possble shapes. Use circle or rectanglefor best results. Once a shape
is sleded it can till be edited, but its type cannot be changed.

Whenever alistbox is displayed, double click the left mouse button to select an item.

4 This menu item was meant for test purposes and is now disabled.
5 Mouse buttons can be defined different on some mmputers.
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simulation, 72
cost function, 20
crossing, 18

deadlock, 13, 20
deviation, 34

dynamic, 20
mutud, 23, 72
demerging, 13

epicentre, 22
evaluation
run-time, 19

factory layout, 10, 12

field effect, 17, 40
architecture, 53
motionfield, 41
neighbour request, 43, 72

flow contral, 13, 49

free-ranging, 10

intersection. See epicentre

knowledge base, 53
knowledgerule, 18

layout, 18
|ookahead time, 52

map, 18

MART, 10

merging, 13

multivehicle
co-ordination, 48

network congestion, 13

object model
area, 56
attributes, 54
classes, 54
co-ordination, 61
inheritance, 55
map, 60
methods, 54
path, 57
relation, 54
rule, 59
segment, 57
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shape, 55
vehicle, 56
optimisation
global, 40
local, 22

path, 12, 18
plan, 18
planner
logistic, 12
path, 12
proof
advancing, 86
advancing roundabout, 84
blocking, 85
full roundabout, 80
shrunken roundabout, 83
Python, 66
introduction, 89

rea time, 63
parale processing, 63
resol ution methods
advancing, 26
advancing roundabout, 32
blocking, 24
comparing, 34
deviation, 33
full roundabout, 28
roundabout, 28
shrunken roundabout, 31
swirl, 32
resources
alocation, 19
roundabout, 28
advancing, 32
deviation, 28
full, 28
full, deviation, 30
full, radius, 29
full, timeloss, 31
phase difference, 28
shrunken, 31

S

segment, 13

simulation, 65
example, 68
model, 67
results, 72
tool. Seetool

site, 18

Smagic, 11

stream, 18, 43
creating, 43
crossing. See stream crossing
inserting, 43
removing, 43

stream crossing, 44
batch, 45
carousel, 45
conclusions, 47
twist, 46

timeloss, 22
tool, 65
compatibility, 65
manual, programmer, 89
programming, 90
source structure, 91
user manud, 95
traffic
local, 13
traffic contral, 13
dynamic, 16
full autonomy, 16
semaphore approach, 15
trgectory, 18
advancing, 27
deviations, 19
Turingmachine, 15

vehicle, 18
leading, 23
traler, 23

vehicle control, 14
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